
CHAPTER-III

INADMISSIBILITY OF STANDARD ESTIMATES AND CONFIDENCE 
__________ ________INTERVALS._________________ ,

.3*0- Introduction s
i > i

In chapter I we have seen that;a common formulation
Iof stai:isti<!ll dp’p^ion theory involves a sample space and 

$ ,£lass of probability distributions,^ vyheise 9 is a
parameter. Thd loss depends on a actipn to solve the prd-

iblem and is a function of the parameter 0, Thus to choose
a proper action we must'know about 07.Ordinarily the para- *
meter is not considered to be a random. If this will be

* «the case, then we shall choose a decision rule so that the 
risk from assuming its worst possible value. In many

, f

problems, certain extreme values of j:he parameter are not
iallowed completely but the experimenjfcer may be allow such

* f {values -of the parameter for to re-formulate its recommend- 
ati-ohs to suit thpir judgement. Some statisticians accept

i - ' J «« , » ‘ s /

this' but some are rejected, such type of different judge-
‘ ' e, - " J ’ ,\T - ' -lfo­

ments there will be a incentive power to reformulate the 
standard decision procedure so that jthere may be exact 

use of prior information with more efficient. If nothing 
is known about the distribution of parameter we can do as 
usual formulation. In this chapter ,we discuss some stand-;J1:

ard estimates cealing with the admissibility in the

v
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preserve of prior inffrmation.

Xn pejct ifop syBsections'1 we show that certain
alament pbaditibns are essential for the admissibility ©f 

Various tgood' statistical procedures which ape transit
1 . i , ' I

atioh invariant,^ $aek|vell (1951) fir.st gave an example* in'which
proved that. % Best invariant decision rule may be

in‘admi#&ib4©, - After this many papers have been published "
dealing with the admissibility of the best . invariant 

• A*!'1- ‘ ' . '> , , i - ,•** Jprocedurel In ba%e of point estimation, the problem pf
\ *admissibility o>i a location parameter was ebnside.red by\ ' , * ,

B,lyth (l95l)* Blackwell (I95l)> Stein (1956), Farrell
t.;

(1964), Brown (1966). The problem of .admissibility of 
pertain confidence intervals wa;s treated by Joshi (1966).
In each- of the. abdVe paper-, the admissibility requires 
the existepfe of one more moment than what is needed fox 
-finite rlsk^, fn the following we can show that without 
thi-l |^,tra. moment ina'dmissibility may respite
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3.1 Inadmissibility of some- standard estimates :
In binomial distribution we take into account the 

prior information about 9, the probability of success*
We are to estimate this probability from an observation 
on the number X of successes in n trials. The conventi- ,

Yonal estimate is - . We. assume that the probability of r n
success in our Itrials is the value of a random variable

* t

(R) Note that if nothing is known about the distri­
bution of ©. , we can do no better than the usual formu­
lation.- However,, we assume- that (H) has a distribution 
which- belongs to a subclass of the distributions on [0,l] 

as a, prior information to the experimenter. If we now 
regard the binomial distribution to be conditional on © , 

the members of this subclass generate a family of joint 
distributions for X and,., ,(h) * - With, this as background 

w,e may, view,.our.problem as, a special case of .conventional 
predictipn £hepry. In .this: section we discuss the, results 
pf Slc-iblnsky- and Cote_ (1964). .In’ -thp. fQllowing- we .pre­
sent'a .generalized maximum likelihood principle- as. applied 
to this; example and,, inuestigate a, elas.s of., predictors -

t

which it-.suggests. Under appropriate, conditions to be dis­
cussed below ess eh of -these ^ has , a, uniformly-smaller-mean 
square ,erro£*:ti- an- th.e conuentional. estimate. : - .

'• #• 1 ’ ’ - 1 * * * ** - *. - . - ’ *

’ 1 . , ‘.. ' • u-



Let n, d, a be given, n is a positive integer,.
0<d<|to<a<l.

The random variables © , X the former distributed
on the unit interval,and the latter distributed discretely

•»

over the numbers 0,1,2,..,n„
We suppose that
Prob ( X. = x,/ © = Q ) = f(x, 0) (1)
whefce * '

((£')©X (1 - e)n"“x, X a 0,1,2,,n, 0<9<1
x=0 or x>0, 9=0 

1 or O , according 'as x=n or x<n> e=1

is the value at, x of the binomial frequency function with 
parameters n and 9 (b is'kno'Wn). Let v be a c.d.f. on the 
unit interval., We shall'write Pv to indicate any probabi­
lity measure on the domain of (h) arid X which satisfies (l) 
and has'v as marginal c.d.f. for © i and Ev for expect-

I
ation relative to Pv „ Let

an{ £, a); =* sv £ 1 - £) - v( d - 0) •>, 1 - a J 
That, is,-m(dia) is the class of priors whose concentrati-
on on (d* 1-&) is greater' than 1-a.. e.g.-In the follow-

, | ,, .ing figpre, Le’t h^(9) the pdf corresponding to prior 
distribution1 be such that, the area under the curve from 
d to 1-d is 0.„..7 (say).-- For a different prior correspond­
ing to the pd.f. h2(©) the corresponding area be 0.5 Csay)- 

Let be the distribution function corresponding to
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the pdf h^; and assume that 1-a =0.6 (say).

H^(B) Is the'cdf corresponding to, h^Q) and
H2(0) m(d, a)
Theorem (3.1,1): ,

Let v belong to 011(5,0), then for'a>0 and sufficiently 
small, * is an inadmissible predictor of (§) relative to 
the squared difference loss function, in the sense that
there exists a predictor which is uniformly better over

* /
»m(d,a). In fact there exists a mapping from the range 

o^.jX to the, unit-interval' such that ' ; t-
E^.. [( q (X) -.(H))2] <.EV [ (|- ® )2 ],

f ffor all v ^Tn(d,; a).
Proofs ;

The proof of this theorem consists' of three stages. 
(I) lAvmaximum- likelihood method„ for prediction of (h) :

. -L. We proceed in two. steps 1 . :■
Step,(1) s We .choose corresponding to each x, a c^d.f. 
/ t «) such that

Pv l (X = > Pv (X := x) , all v C'Tn(df a) (2)
x .

1 * * ■- . ■'

„ ’ ' i >"■ ‘ . * ..‘i 1 * ' - '
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By definition of P„ and (1), we have for each c.d.f. v onV
[0,1] that

Pv (X = • x) = Ejf(x, ©), x = 0,1,2,,.. ,n.
But for each x, the likelihood function f(x,,.) is strictly 
monotone on [0,l] to each side of a. unique maximum at
9 = Hence v defined by, n x

Pv (® =?)==“» pv (©«*) = 1-*, x < 
X . x

na

A
X >> s'1

-+-
1-3

Pv (® " n> “ 1* 1 x 1 n “ ^
V X

■
/s

//A___

/ 1 VAPa! V------------

p (
V X

1'fc l

1-3) = 1-a, Pv (® = -) = a, x > n-nd%

0 -■’& t->> x/v isatisfies (2) uniquely for x = 0,l,2,...,n.
Step (ii) : We obtain corresponding to earh x, a value of

, we shall call it 0^ (x), whose a posterior proba-
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•bility is maximum, i,e. a value 6 which maximizes the
conditional probability
Pv (© “ 0/ x-») =

3C
(©* o. x=*)ClxTxT (3)

The numerator of the RHs of (3) can be written as
(® = 0, X=x) =p (© = els f(x,e), (4)

and this may be interpreted for ea.'-h fixed x as an 1 a 
posterior, likelihood of 0 ’. Clearly1, maximizing this is

i * 1 * V
for fiied x1 equivalent to maximizing (3)'. In view of the 
definition of v wHeh x <*nd,

A

Pv (® = ©).f(x, 9) = Pv (®=i |).f(x,|), 9 = 2

- a f (x, «) Q _ x ’ n

(l - a) f(x, d) , 9 = d

0 o.w,

Similarly, when x > n - nd then.

Pv (@ = 8). f(x;, 9) = a f(x, |), 9 = n
(1 - a) f(x, 1 - a.), 9 « 1- d

0 , o*w.

I
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Wher» *">$:£ x £ *HeT\,

v ( = 0) f(x,9) = f(x, 5)

= 0

0 = n
o.w.

Now let rj(x,d) = ,f(x, x/n) / f(x,&) j 

define 9 d, a (x) as follows, j
M

when x < nd
A , x v
ed,x<x> - i

: '= * 

When x > n - hd

0 {x) = -dor*; '• n.
, i - a-

n(x,d) > ^=2. 

n(x,«) s ~~

T)(X, 1-d) > 1z2 ? “aT

T)(x, 1-4) < ;i=S

When nO < x <n - nd
A' ' . Y
e;Wx)="

It is clear frbm the above description of (4) that for 

each x . 1
A

(© ?di,o (x)/ X=x) > (P (Q)i = 0/ X=x), all 0 
Vx' ..(5)

• JTo find a simple expression for
i

we proceed as follows.

A . .
®4,a<x)

| |
Let b denotes the largest integer less than nd.

It can be shown that for x = 0,1,... jb, ri(x,d) is stric-
!• i

tly decreasing in x and bounded belo\^ by 1. It followst
that

—i_------ - = C(x, d), (say) (6)
1+ T](x,d)
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By the above discussion and simple consideration of symmetry,

„(*) = when a > c(b»^)*
yj jU n

For a < C(b,d), if we define a to be the smallest non­

negative integer x such that r}(x,d) < 1-a / a ( or equi­

valently, such that C(x,&) > a), then

/ d, , » a ^ x < b

,(x)= ^ 1 - ,d , n-b < x < n - a (7)

f , O.W.

A
6d»a

« is uniquely optimum in the sense of (5) unless d 9 **
C(x,d) = a, for some’ x < b, in which case it may be modi­

fied at x, by replacing its value d, there with £ without 

effecting the value of the left hand side of (5), Thus 

Qj a(X) is optimal as a prpdictor of (h) relative to the 

class an^d’,•''«)- is given fcy (5)-and>(2).‘ ,

(Il)‘ A, class of predictors'for s u > r -a.. v

We consider- the following class of predictors for 

which arfe''suggested by :the--maximum likelihood1 predictor
A- . .
% cr*'* Define 'j = ©,1»24. ,b on the range -of

X * by ' ‘ *

^j(X) =
, j < x < b 

, n-b < x < n-j
v

, o.w.

(8)

1 A >The relationship of Qx „ to the L. follows directly
1 - , Ota JJ • ,

IA N
>S

MO
’s H

- t+ 3* O O
'

H
* (0 0) t+ l-i H
* O t+ H
*

■< H
- 3 o H (0
.

D
> (0 H
- 3

kQ H
i

O H c+ zr ro <n o X
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from the definition of a. Indeed for j =0, 1,.., b, 
we have

fcdfflC(x) s when C(j-l,d) < a< C(,j,d) (9)

We take C(-l,d) = 0.
(Ill) Now we shall compare ^j(X) with X/n as a predictor 
of © , we examine for v£«n(d,a) the difference,

Ev C(^j(X) -® )2] - E^Ch - ®)2]= Ey Hj ((g)) (10) 
where HJ@) is the conditional expectation given, (R) 
of the difference between the two squares. It can be shown
that Hj(0) = hjC©) + hj(l - ©), where

h,(e) = i.(d-S) (a + 2-20) f(x, o).
J x=j

It can be seen that Hj are polynomials in © each of which
is symmetric about 0 = ^ . Also for j = 0,1,2,..,b,

JN,(©> < 0 -when d< © < t-d and H.C©) > 0 for sufficiently J - j
■small' © > 0, also note that HQ(0) = 6 and Hj(©) = 0, 
j—( l,2,«‘.,h» -

Thus" using the above results, the largest value att­
ained by (10) for any. v'£ -Tn(d»a) is .

a -max H.(©) + (l-a)'max<‘ H..(©) .. (11)
0<©<d 3 ?<©£l/2 J,

’’-y { ~ 1 ‘ 1 ' • , ■ - • ‘ ^ . ' ' ‘

The first term in (11) is positive and second term •
. n - ' . .r ) . . • * . -, '
is negative. For sufficiently small' a > 0,(11) is neg­
ative.

i. -
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Ey [(fyx) -®) )2] < Ev[(i -®)2](ViiB(S,a> Clearly,

any one of the predictors cjj(X) is uniformly better over 
rm(d, ,a) than the standard estimate £ relative to the squared 
difference loss function provided that a is sufficiently 
small* Hence ~ is inadmissible predictor of (h) •

□

3.2 Inadmissibility of the best invariant estimate of 
a location parameter

I >

In this sectipn we shall show that a unique best tran-i
slation inuariant estimate may be inadmissible if a cert­
ain moment condition fails to be satisfied.

Let the loss function be is given by
L(0, a) = co(© a) = |0 - a|kyk > 1

According to
• _ * "•- *

invariant estimate
i ' *

condition is satis
E 1X1“ W (X) <

BrownLs (1966) theorem, a unique best‘ ' ^

is admissible if the following moment 
fied.

for a
It is interesting to see whether this) * - , - ■»i

moment condition we can have. Brown

= 1 (1) 
is the weakest 
(1966) gave a partial

answer to this question by giving an example. He gave 
a probability, density function such that (1) is valid for

JL 2^-10 < a < —:— . I-Jut the unique best Invariant estimate is
I
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inadmissible. Now question is, a unique best invariant
estimate is admissible if the moment condition (1)
satisfied for --— < a < 1. We answer 'this question by2k-l
the following example in the form of theorem due to 
Perng (1970) 4 ; 1
Theorem (3.2.1) :

In the fixed sample size case* if tlie loss function 
is W(t); ?= |t|k for k > 1 then for every a (0 < a < l) there 

exists a family of. probability densities .such that EjxjaW(X)<> 
and the best invariant estimate of -che, real location para­
meter is unique but it is inadmissible.
Proof;

Let 0 be an unknown real parameter >-°° < p < «, Y be 
a random variable according to the knopn distribution G 
such that

dG(y) = -nSf— dy , y 1y
= 0 , o.w. (2)

where t), C are positive constants and |r) < 1. Assume
t 1

that X given y is distributed according to F(x-9/Y) 
where

dF (x- 9/y), =-^ . dx y for | %=& | < b 
= 0 , otherwise

and b is a positive constant.
It, can be seen that the unique best invariant estimate
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of 6 is X. Also it can be seen to be E Jx|a W(X) < “ for 

0 < w < 1-T). Now we shall* show that X is inadmissible. 

Consider the estimate of the. form

where

(j(x. y) »y f(|)

4>(2) = f + f(|)

if \z\ < 4f (£) =

= 0 f otherwise
1

(3)

(4)

(5)

€ t are constants- such that 0 < d < < g

Then the risk of 0 is

R (0, 9) « E[|0 - 9|k]

00 00

= / /
1 -by+9

oo by+9
= / / yk

1 -by40
9

1 -LJ0 ' S|k ^+*=5' -2By" dx dy

I+3-n dx

1 -by+O 
by+9

|y [£ +. f(;)]-9 lk c
y

k

2b .y

* (i> - f 1 dx dy (6)

Let - = z and - ss'T Thus for 0 > 0, then (6) becomes 

RW.e) = g—jjf0[ -r|k dz ] T*1 (7)

<jwb

By (4) replace ljj(z) by z + f(z) and z-T= w. We have

R(0,©) s / [ / |ffw+T)+m| dw] t d ^
0 -b

Now we will evaluate the inner integral in (8).

(8)'



129

For k > 1, |w| <b and |f| <, ^ < 00 . 
consider
|w + f(w+T)|k a Wk + f(w+T) k Iw|k~1 sgn w+ 0(f(w+T))

Hence
b .'/ Jf(w+T )+w|‘ dw

-b b b

..(9)

a / |w|k dw + / f(w+T) k IWI sgn
-b -fe

w di +

+ / 0 (f(w4T ) dw
-b

a —-----+ k / f(w+T) jw|k“X (sgn w)dw +
k+1 -b

(|w|<b lf(w+t)l) (10)
Therefore ('8), becomes

r-o’h-l ® OKk+l b ,R(0,9) = 2§— f [ P---+ k / f (w+T) |w| c“^* (sgn w) dw +
2b 0 ' k+1 -b

_Cb__
(k+5(l-ri)

+ 0 ( |wf<b >1)3 f* dT
n—1 ( 9' ” k+ ----- J k / dt" j f(w+? )|w|k”^(sgn w) dw 

2b \ 0' -b
0V0 ^dt

It has been shown that the risk of 0 is
.(11)

CbR(0,O) < ---------+~ (k+1) (1—r)) 2b2b V- (1-n) J(1—T)) 
if 0 < © < g1 -b (12)
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and
R«,B) < -S£--- [min( £-i.bie)ii-n

(k^lMl-ri) 2b V X-T)
+ o («?>>«# + 0 (min(^, d^9)) J-

if 9 > i1 -b (13)
Hence by choosing € sufficiently tmall and then choosing

&

8 so that - is sufficiently small, then we have

R(0,9) <  ------ for all 0-> 0. (14)' (k+Dii-n)
By the symmetry of the problem, we can show (14) still
holds for 9'< 0. For 6 = O we can prove (14) by- direct
computation. Thus for fixed T)£(0,l), k > 1, 0 < d <£< b-^ 

„ dand £ , - sufficiently small we have, fc k
R(0,9) < ' —-------------- , - oo < © < co (15)

. (k+l) (1—n)
It can be seen that the risk of the best invariant estimatei

X of 9 is.
R(X‘, 0) = -------—

(k+1) (l-h)
Hence we have R(0, 9) < R(X, 9) , - “ < 9 < °°

(16)

T-his shows that a unique best invariant estimate X is 
inadmissible. Q
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'3,3 Admissibility of Confidence intervals i

In section 2 , we have seen the admissibility of est­
imators of a location parameter in continuous frequency 
functions. Here the analogous question is considered reg­
arding confidence intervals. The admissibility of confidence 
intervals is proved for the location parameter in a wide 
class of continuous frequency functions which includes the 
normal and some other commonly occuring ones. An applica­
tion of the result is that the usual symmetrical confidence 
intervals for the mean of a normal .population are seen to 
be admissible whether the population variance is known or 
not. In the following,X denotes a real random variable,

", t,

with a density'function involving a parameter Q which assu­
mes values in a s,et (h) of the real line.
L$t ...,xn(be independent observations of X, and
X = (x^,...,xn) a point in the sample spaced ..
Lebesgue measure is defined on ^ and(^ . .- Let a(x),.b(x) 
dqnote measurable functions defined on 3( and (a(x), b(x)) 
denotes the set of confidence intervals [a(x-) < 9 < b(x)J.
W.e define admissibility of confidence intervals as belowi

Definition (3.3.1) :
A set of confidence intervals [a(x), b(x)] is said to 

be admissible if and only if, there exists no other set of 
confidence intervals (a^fx), b^x)) satisfying,
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(i) b-^CxJ-a^Cx) < b(x) - a(x) for almost all x £ and 

ii) P (a^(x) < 9 < b^(x)/9) _> P(n(x) < 9 < b(x)/9)

for all 8 € (D

for all 9 € ® where (j§) is the parameter space, the strict 

inequality in (ii) holding for at ".east one 9 € .

Theorem (3.3,1) s

If XpX2,.. ,xR are independent observations from a 

known frequency function f(x,9) containing an unknown 

parameter 9, < 9 < +°°, and if,

(a) f(x,9) admits a sufficient statistic T(x) for 9, where 

%3ftx) is a function of XpXg,.. ,x with a frequency function 

of the form P(T - 9) i.e. the distribution of (T - 9) given 

^ is independent of 9 for -°° < 9 < -H=°.
i

'*(b) the frequency function p(t) in (a) strictly decreases 

for t >_ 0 as t increases, and for t < 0 as t decreases, is 

continuous for all t an4 is such that
/ [ / P(t) dt + / tj- P(t) dt] dt

Q' t, x
converges

(c) the frequency function f(x,9) of x is positive (>0) and 

continuous in x for all x = (xltX2,..,x ) and all 9,

—OO < 9 < -foo.

(d) v^(x),V2(x) are non-negative statistics distributed

independently of T and 9 such that for eveiy and

P(t) in (a),
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P(- v2(x)) « P( v^x))
and further such thatv(x) = max ( v^x), v2(x)) has finite 
expectation and variance, then the confidence interval 
for 0 :

[T- vj(x) < © < T+ v^x)] are admissible according 
to the definition (3.3.1).

For a proof refer Joshi (1966).

Examble (3.3.l)s i
* i

Let X^,X2»««»Xn be iid N(9,l)« ,In this case X is 
sufficient and the distribution of which is normal with 
mean 9 and variance It is easy to verify the above 
conditions (a), (b) and (e). We need to verify the 
condition (d)-. Since the density P(.) is symmetric about 
zero. Define

"VjU) -ns2 =V (x) 1
4 I I

which are independently distributed of T and 9, and the
distribution of ns2 is 1 •

n-1 - >
Now v(x) = max ( v-^x), v2(x)) ^ ns

I

• 'E v(x) = E(ns2) = n-1
Oand var v(x) = var (ns ) = 2(n-l) 

hence the condition (d) is satisfied, 
hence the confidence interval for © r 

[x — ns2 < 9 < x + ns2]
is admissible according to the theorem 3.3.1,. Q



134
\V

The above theorem .3.341 which gave a set of sufficient 
conditions for the admissibility of certain confidence in­
terval procedures for a location parameter. Now we shall 
give the statement of a theorem due to Perng (1970).
Theorem (3,3.2);

Suppose X,,Y have joint distribution given 
h(x,y) s f(x-9 /y) g(y).
Suppose f<- v2i(y)/y) = f( ^(yi/y)* where V^y), V2(y) are 
two non-negative statistics, and f(t/y) is-strictly decr­
easing in |t| on the set f(t/y) > 0.
Suppose / g(y) dy / |t| f(t/y) dt < °° (l)

Then the confidence interval procedure given by 
x- v^(y) < 0 < x + v2(y) is admissible according to the 
definition 3.3.1 .

i

For a\proof wd refer to Perng (1970).
We have seen in section '2‘ of this chapter, that

t

ia unique, best [translation invariant estimate may be -
i
i

inadmissible if a certain moment condition fails to .be 
satisfied.. Now we notice that the moment condition (l) 
in theorem , 3.3.2 is quite similar to the moment condi­
tions .in tbe estimation problem as in section (2). He'?® we 
shall - see ;whe'thor the moment condition is also essential-' 
for the, admissibility of the specified confidence 
interval pi6cediu*e ; and -these -Results are due to 
Perng (1970). ,
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In the following wo shall show the moment condition 
is necessary for the admissibility of confidence interval. 
Theorem (3.3,3);

For every a (O X a < l) there is. a family of probabi­
lity density’ functions such that E|x|a < ,and a confi­
dence interval procedure I such that pdf satisfy all but

1 r !•the moment,condition (l), and I is inadmissible.
Proof: ,■

Let 9 be an unknown real-valued parameter -°°<9<<*>s 
Y be a random variable according to the known density 
function. ^

g(y) = -53 , y > l
= 0 , otherwise

where 0 < T) < 1, C, >0 are constants.
i X

Let x given y have density function
P(x-0/y).=jj2 (b-1 |~§| < b

== 0 » otherwise
where C2»b,l are propea- positive -constants and b > 2 

We define,

(2)

(3)

l(x,y) =? [x-y, x+yj (4) 6
I*(x,y) = I(x,y) > - if y <6. |x|+l

= [x(l-£d)-y, x(l-€d)+y],
if y > €-| x|+l (5)

Where £ ,d are constants such that 0<d<fc < | .
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It can bo seen to be E|x|a < °° for 0 < a < 1—rj nnd 
diverges if a = 1-rj. Clearly, all but the moment condi­
tion (l) are satisfied.

Now we shall show that I*(x,y) dominates l(x,y) in 
the sense of definition for sufficient small , d and 1. 
Clearly the length of I(x,y) is equal tu the length of 
I*(x,y) for every (x,y).

Hence we need only to show that
Pg(© 6I(x,y)) < Pe(©€I*(x,y)) (6)

for all 0 and strict inequality holds for some ©. For 
© = 0 clearly (6) holds.

By the summetry of the problem, we need only to 
consider the case 9 > 0. That is we wish to show 

, Pg(©€ I(x,y)) < Pq(©£ I*(x,y)), for all ©>0 (7)
Showing (7) is equivalent to showing

Pg(0€I(x,y) and y > f|x|+l)<
< Pg(©CI*(x,y5and y >,£.|xj+l) for all ©>0

..(8)
Now we shall evaluate the two probabilities in (8).



137 f

Yrl
~T

PQ(©€l-*(x,y) and y >\t|x|+lX 

1+gQ -t €.6_

J j ’(' b4|'^| )dx dy +

1+ - t d 9-y__
1+ e ca* * ■ l-e'd , '

2+jl-
1- € dJ

1+€Q- €d 
1- £d- €

/ ,ix-e,

Q«r.y 
1- € 6

-S=i 7 (b-ll^l) dx dy

(9)
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and
p0(eei(x 
i+6 e

,y) and
Xzi

Y >€| x|+l) =

i_y €/ C1C2 i (b-l|2Z©|) dx dy +
i+e©
i+ 6

9-y
y2—T) y y

oo 9+y C C >
j

1+6 9
1- €

/
9-y

U1U2
Y^ ± C b-11 | ) dx dy

(10)
Using the, dominated convergence theorem we have 
limO P0 (0€l*(xfy) and y >6 |x|+l) =

1+6-0- € d X”1
l- e a-- 6 c
_/

1+ 60- 6 d ©ZX
1+ £ - fc d l-£ d

' 00 0+y

*
1-6d °1C:

“33
l+‘6 0— 6 d ©ZX y
1- 6 d- € 1- £ d

C^b 
T-rf dx dy +

(Ix)

dx dy

(I2)
consider

h

oo ■ 0+Y
/ 1-td
J f

1+J~ Q- i d ©-X— 
1- € d- 6- 1- € d

C^C nfo
dx ,dy

(11)

-ac1c2b
(rj-l)('l- € e)

(1+e© - ^d)T1"1(l‘-6 - ^d)1"11
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and
y-i
“e"

l±£2zJL*
■ 1- € d- €

Ii= ' f
1+ £ - 6 d

That is .
C1C2b(l-T€6+€)(l+6Q- Sd)11"1

©IX
l-.£d

C,C2b
.'g..jy dx dy
y 1

■1" 6 (l- €d)’ (ri-l)

C^gb ,(1+ 6 0- 6d)'n~1

(1-6- £d)1“T1-(l+6~gd) *J

•€(l-€aO(ri-2) 

Therefore (9) becomes 
lim

/ 'J 2-n 2-t)(1- 6 - 6 d) — (1+€ — £d)

o P0(OcI*lx,y) and y > £ |x|+l) = Ix+ I;

-2CxC2b 1+6-0 - $ d n—i 
( _---------- —- ) +

d_ 6d)(t)-i) l- *d -£

CjC2b(l- 6d+e)(l+6 0- 6d)
T)-l

l-n l-n

€(l-6d) (r)-l) 
rj-1

CjC^bd+e©- 6d) 

6(r-£d) (tj-2)

■ 1— 6 — 6 d) —(1+ £ — £ d) -J'

r 2-r) 2-tj *,
4 (1-6 - 6d) -(1+fc- €d) L

m c!c2b<1+6 e-&d>T1~1 ?-2c- (n-2)(i- < a- O1"" +
€ (1- 6d) (r}-l) (n—2) \

t
• ' ;• l-h

+ (l-fd+6)(l-6-£d) (r]-2) -:(l+£-£.d) ' (1-* d+ €) (n-2)
, ‘ I

!; 2-n
(n-i) (l- -k - « s) 2-7>+ (n-i) (i+< - 9)' J
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T)-l
C C b(l+-f0- £d) 9 ^ 9t, n

= -L.S—---------- i (i+€ - ea)2_T1- (i-6 - )
6(1- ed) (T}—1) (r)-2) L J

C,C9b{(l+e- 6d)2~^ - (1-fed -^)2”T1 jl
= -^>2— ----- r.............................. ............. ...... 1—t) (12)

6(1- €d) (1-tj) (2-n) (l+fe9-fed)
Similarly,

lim.^ 0 PQ(9 6l(x,y) and y >-€|xl+l) =

i±£§ zg c co 8+y c c b
■ / / dxdy+ f ( ^S-dxdy

i±_t§ e_y (I ) i±i-S e* y (I )
1+6 3 1-6 4

..(13)'
Consider,

1+ 6 9
i3 = /1_ f (“ (e*y)) dy

1+ € 0 Y-----

v'^C.C^lif )>) y 1—T) 1—n 1
= *7^77---------Tm •<(>£) . - (1-0- / -

C^Cvbjf 1+^6 0 i ) )’ ■ . ■) t „ . 2-r)) ~ ' • 2-n )
- ~T^~T,--------- > - (>t« ) ■ . i

€(nr2).<l+39),„ •' V " ' J
and

oo
: - f 'C,fc'b-‘ • • “

I4. = (y+9-9+y) dy

- 1 z™

-* ~ 2Cic,2h ;^l+€e) )T)"1
n-i i-6

*
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Therefore (13) becomes,
cic2b U-e)2"11}
6(l-r)) (1+ € 0)1_"^ (2-r)) .

From (12) and (14) we have

lim ^ PQ(96I*(x,y) and y > 6 |x|+1)
l-*0

- P0(9€l(x,y) and y,> €.|x|+l ^ J-

ClC2b ^S1+ C' “ £d)2“71 - (1- 6 d-€ )2~'n }
6(1-66) (1-rj) (2-tj) (l+'6.9~ 6 d)1”11 
C^b^d-fC ^ - (l-g)*-11}
£(1-T}) (1+f 0)1_T) (2-ri)

(14)

C1C2 b
€■ (1- €d)(l-ri)(2-n) (1+6 9- €d)lJn(l+<c

^(1+C9)1“T| (1+6-6 d)2-^ - (1+69)1"11 (1- 6 d- 6 )2_T1-

-(1-6 6) (1+ € 9- 66)1-11 (1+6 )2”‘n + (1- £ d) (1+6 9- fcd)1”11
(1-6 )2“^

= .A.2 ■ -^[(1+ € - 6d)2“T1 - d-6 - 6d)2"T1](l+6 9)1”11 -

-r [(1+6. )2”T1- (1- 6 )2“T,](l+6 9- ed)1”11 (1-Cd)} (15)

where D = € (1- 66) (l-r)) (2-n) (1+6 9-€ a)1”11 (l+eQ)1-*1 1

We have to show that the RHS of (15) is positive for all 
9, it is suffici3nt to show that the term in the braces
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of the numfeacact'cnr is positive for all 0 > 0,
Expand (1+ — ed)2"71, (1- 6 - ^d)2”71 and (1+ 6 0- ed)1”75

by Taylor's expansion tnen we have,
(l+£ - ^6)2“tj= (1+6 )2~T1-(2-ti)(1+^ )^6 d+ 0( 6d) . 
(1-6- fcd)2_T1= (1- £)2^TL(2-T))U-6)lH16d+ 0( C-d) 

(l+£0- 6d)1-11 = (1+6 0)1”r|-(l-ri),(l+€0)"'n 6 6+ 0(6 6)
\3] (16)

Using (16), the numerator of (1.5) can, bo written as
[ (l+fr- td)2-1’ - (1- fc - td)2"11] (l+SO)1-’1 -

- [ (l+4).?-T|)'- (1-fr)2'11] (1+6'S - ^'a)1-,, (l-£d)
1 i-h ,> [ -2(2-r)Ml+6 )1~r)6 d + (2-t)) (1-6 - 6d).\^(l+6e)1"'n+

+ [ (1+C )2_T1 - (1- 6 )2"T)] (1+ € 0) 1~T^ 6 d - 0( 6 d) .. (17) 
Expand (1+6 )1-T1, (1-6 - fid)1”11, (1+ <=-)2“*r) and 

(1-0 “ 1 by Taylor's expansion thenjwe have

(i+ J1"71 : - 1+ u-n) +'0(£ ) i .]
(1-6- Sd)1-11 = l-(l-n) 6 (1 - 6) + 0(6 ) I
(1+6)2-71 » l+(2-n)6 + o(<? ) 1 | (18)

, ;d-f)2”1) = i-(2-n)6 + 0(6 ) ; ;

, i - . , i ...Substituting (18) into (17), wchave
I

[(l+6“ S-d)2"71 - (1- 6- Sd)2”71] (iJ-e©)1""71 -
I - *

- [(1+6 )2“71 - (1-6 )2"71] (1+6 0 Cd)1"71 (l-6d)
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>& d (l+fQ)1-11 (2-t)) 6 ^n-dd-T}) 0(6 )| (19)

For given T)>0, it is possible to choose £ ,dj suffi­
ciently small so that . fttfS-of'(19) is positive for all 
0 > 0.

Equivalently, for sufficiently small 6,d,

limH o [p(©6 I*(x,y) and y >6 |x|+l ) -

- P(Qf I(x,y) and y >, € | x|+l) ] >0 * * (20)

for all 9 > 0.

(20) implies that there exists a positive 1 such
that

Pq(9 6 I*(x,y) and y > g|xj+l)>
> Pg(9 6.l(x,y) and y > 6|,x|+l)

» * > for sufficiently small £,d and all 9 > 0.
But from (4) and (5) the lengths of I and I* are

equal. Hence from the definition 3.3.1, I is inadmissible.

D


