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ELEMENTARY CONCEPFPTS

In this chapter, we discuss about the "Expetrimental Design”
in general.  In the section 1.1, we define certain terms such &s
‘experiment',‘experimenial unit’, ‘treatment’ etc. and explain
thete with examples. Further we see as to why planning of the
experiment is essential and how it is come. In the section 1.2,
we discuss three principles of ‘Des;gn of Experiment’ in brief.
Section 1.3 and 1.4 give the information on types of.designs and _
some standard designs respectively. After carrying out the
experiment we have to 'analyse’ the collected data reéulted from
the experiment. In s=ction 1.%, we describe the technidue of
‘Analysis of Variance ‘and its general structure. 'For the sake
of‘completion of dissertation some definitions which are used
later on are given at the end of this chapter.
1.1 INTRODUCTION:~
““””—;;;;;—;;;‘; lot of .problens in our daily life. And we think
that the best way to get rid of the problem is to solve it. A~d
to solve a problem we have to carry out the experiments regarding
it. An experiment is,"a test Qr_trial carried out carefully in
order to study what happens and achieve new knowledge". After a
statistical problem has been set up, the next step is to perfcrm
experiments for collecting information on the basis of which
inferences can be made in the best poséible hanner. For this
pQrpose a set of ‘eusermental units’ and adequate ‘expermental

material’ are Fequirad. Equal sized plots of land, a single or

a group of plants etc. are used as experimental units for



agricultural experimerts. for animal hdsbandary experiments
animals, animal orgars etc. serve as the experimental units.
Again in industrial experiments, machines, ovens and other simil-
ar objects form the experimental units.

In the literature, a qgeneral name,‘treatmeﬁt' is given to
denote ‘experimental material’ among which comparison is desired
by utilising thé effects which are brcduced when the experimental
material is applied to the experimental units. The problems are
usually in the form of comparisons among a set of treatments in
respéct of their effects. For example, 'in agricultural experi-
ments, different varieties of a crop,different fertiliser doses,
different levels of irrigation, different combinations of levels
of two or more of the above factors, viz. variety of a crop,irri-
gation, fertilisers, date of sowing etc. may constitute the " tre-
atments’ . In chemical experimerts, different catalysts,differe—
nt chemicals etc. may be treatments. In industrial experiments,
different operating temperatures, different brands of tyres etc.
may constitute treatments.

With a given set of treatments, in order to carry out exper-—
iment scientifically, certain plaﬁning‘is essential. Such a plan
is called as, 'Design of Experiment’. It specifies, "the size and
number of experimental units, the manner in which treatments are

to be allotted to the siuperimental unitﬁband also the appropriate
type of grouping of thz experimental units. These requirements

of a design ensure [(Ricking (2,F.22)] validity, interpretability
and accuracy of the results from an analysis of the observations.
For instance, suppose a chemical engineer hopes to improve

the yield of some petrochemical in an oil refinary plant by comp-



aring several catalysts. Crude oil is fed into the plant which
is charged with the catalyst; some of the crude oil or feedstock
passes through the plast unchanged; some is convérted into the
petrochemical or produzt. The liguid that comes out of the plant
is séparated into prodict and unconverted feedstock, and the yie-
1d or response, is the percentage of feedstock converted into
product.

An obvious procedure is to make one ar more plant repetiti-
ons using each of the catalysts and to compare the average yiel~
ds on eqch"catalysts. There are, however, some other considera-
tions that enter in tre picture viz. How many catalysts? How ma-
ny repetitions? How co we compare the averages aftter obtaining
them? Taking into corsideration all these facts we have to desi-
gn the experiment. Eefnre,discussing the various types of desi-
gns we give the historical development of it.

The theory of experimental design was first developed in
agricultural field at "Rothamsted Experimental Station’ in
England. Fisher was the first tq develope it and to use the te-
chnigque of ‘Analysis of Variance’' as the method of statistical
analysis in edperimental desigrn. The first general account of
the results of this research work was given by him in his book,
titled 'The Design of Experiments’ which originally appeared in
the yeaf 19%5. Since then a number of books and papers have come
out which helped'for “urther development of this branch. Yates
worked with Fisher and they collaborated on ﬁany projects. Yates
also became a primary ﬁmntributor to the 1i£erature of experimen-
tal design. In addition to these two, there are many other stat-

isticians who are res>onsible for the further development of this



tield. Amongst thewse, Keomplhroone, uwchwgn, BRowswey Ugawa, Das,
Vartak, Khatri etc. are the major contributors. And excellen£
books due to the authors such as Kempthrone (193%2), Cochran and
Cox (1990), Fedrer (1959), Scheffee (193%9), Das and Giri (197%),
John (1?71), Raktoe; Hidayat end Fedrer (1981), QOgawa (1974} etc.
are avaliable on the literature of design of experiments.

As already stated the design of experiment was used in early
stages in agricultuwral and biological sciences. As a result,
much of the terminology is deriveq from this agricultural backgr-
ound. Now-a-days , the expérimental design methods and the
technique of "analysis of variance are widely employed . in a}l fi~
elds of enquiry such as agricultural, bicological sciences, social
sciaﬁcaa, medical sciences, engiéeering sciences etc.

1.2 : THE THREE PRINCIFLES OF DESIGNS OF EXFPERIMENTS:-

‘hs already stated, the design.of experiments [Bicking (2)]
ensureé validity, interpretability and accuracy of the results
obtainable from the analysis of observations. These purposes
can be achieved by the following three principles, viz.

[1]. Randomisation ,
{21. Replication and
[3]. Local Conterol.

We discuss below each of the above, with their roles in data
collection and interpretation. |

{1]. Randomisation:— It defines the manner of allocation of
the tréatme;;;—;;—zggu;;;erimantal units. The treatments are all-
otted to the experimental units at random to avoide any type of

persanal of subjective bias. This ensures validity of the resu-

lts and independance of the observations. Every design has its

a4



own way of randomisation. It has been discussed in detail in
Fisher (1942), Kemthrone (195%2) , Ogawa (1974), among others.
[21. REPLICATION :—~ If a treatment is allotted to '‘r’ exp-
erimental u;;;;m;;_;;—;xperimen:, it is said to be replicated r
times., If in a design, each treatment is replicated r times,
the design is said to have r replications. Ry replication we
can increase the accuracy of eszimates of treatment effects. It
also provides an estimate of the error variance. Though the more
the nugber of replicatimnsvbetter is the design so far as prec-—
ision of estimates is zZoncerned, it cannot bé increased indefi-
nitely as it increases cost of experimentation. Moreover, due to
limited availability of e%perimental resources, too many treplic-
“ations cannot be taken. Therefore, the number of replications
are decided keeping in view the permissible expenditure and the
required degree of precision. Usually the precision of estimateé
is measured in terms of error variance. For a given measure of

error variance based ot a set of edperimental units and desired

level of accuracy, the number of replications needed are obtained

from
N =
t ® e —————— e (1.2.1)
D .
N 2 s / r
&
Whiere ,
t is the critical va.ue of t distribution at the

desired level of significance,

d is the difference between averages of two treatment

effectay



= is a measure of error variance.
&

.
s
Given d and s , we can determine the value of 'r’.
E .
Using randorisation and replication we can achieve the desi-
red precision but one cannot reduce experimental error. To redu-
ce the magnitude of experimental error we use the principle of

‘error control’.

£x1. ,LOCAL CONTROL. = It increases the precision by choo-

s5ing appropriate type of experimental units and also their group-

ings. The standard error of estimate of a treatment effects is

2
-~

Ny s / r . 1t appears that a large number of replications may
E

reduce this standard error of treatment effects. But, only by
taking a large value of r . we cannot reduce the error variance.
However, there are some other measures of reducing the errof vare
iance. Such measures are called, ‘error control’. One such mea-—
sure is to make experimental qnits homogeneous. Another method
is to form the units into severai homogeneous groups, dsually ca-—
lled as ‘blocks’ while allowing variation between the groups.

Also by the technique of ‘confounding’ and ‘analysis of covaria—

.

nce experimental error can be reduced.

With the help of above principles, design of experiments can

be classified as follows ——

1.%5. CLASSIFICATION OF EXPERIMENTAL DESIGN
All experimental designs [Fedrer (193%)]1 may be divided in
to two parts,.

1. Systematic Designs and



2. Randonised Designs.

We discuss them below—-—
1.3 Systematic Designg:— Frior to the development of modern
expe;;;;;zgzﬁaggzgggjhexperimenters used various arrangements wh-
ich are not subject to the laws of ‘chance °. Systematic schemes
of arraﬁging the treatments ir the various repetitions have been
devised. One such scheme is to arrange all duplicates, triplica-
tes etc. of the treatments tocether. Suppose the experimenter
wishes to test three treatments A, B and C and he decides to
‘have four replications of each treatment. The ér?angment of thr-
ee treatments over the experimental area could be one of the

following :

A A AN B B R B AR S S M S .

AR A A
VB B B R
N, OSNNE O DS SO )
o a B Y
VA R Y C
AR Y OCO
LS I - T »

T A A [+ B B € €

y A A . BR B 1 C 1 .

crrinnivn prrrsemiamernt werrronte et et ™ sertris b o™ crerirnn ™ i

In the above different arrangments, the geometrical struc-
ure of the field is also considered.

Before, Fisher proposed the concept of randomisation, a sys-—
ematic ordering of treatment in each blo&k or repetition seemed
natural. UOne of the more comﬁmn types of systematic arrangements

in which the treatments are repeated several times is the



fol lowing--

Replicate I Replicate 11 Replicate 111

Advantages of Systematic Designs

Following are the main advantages Df‘Systematic'Designs:;
1. Many experimenters feel that plantiﬁg and harvesting in agr-
ronomic trials are faciliated by using systematic arrangements.
2. The systematic design provides ‘adequate ° sampling of the
experimental area i1.e. it allows for "intelliéent placément“ of
the various treatments.
3. Varieties amy be arranged in order of maturity. For instan-
ce, fertilisers can be arrénged in order of increasing fertility.
4. It may be desirable to alternate dissimilar varieties so that
natural crossing or mechanical mixtures can be detected subseque-—
ntly.

/
The Disadvantages of The Systematic Designs.

Following are the some cf the disadvantages of Systematic
designs: -
1. There is no valid estimate of the variance of treatments
effects.
2., The correlation between adjacent plots may lead to systematic
errors in assessing treatment differences.
2. RANDOMISED DESIGNS:
In this design, ;;;;;;;;;;w;;;“:;;domly allattéd to the exp-

erimental units. The use of randomisation is the keystone of the

application of statistical theory to the design of experiments



and the validity of results depend upon it.

For example, an agronomist comparing two varieties of crop
wuula not rationally assign to oane variety all the plots that
were in the shade and to the other all the plots that were in the
sunlight., If aﬁe does so, he would not be able to tell after the
experiment whether any apparent difference in yields resulted
from varital differences or from the fact that one variety had
received more sunlight.

In order to eliminate the element of subjectivity such as
occurd in the abave.exémple, it is essential tm4f0110w the princ-
iple of randomisation. In addition to this, as pointed out by
Fisher (1947) we get an adequate basis for obtaining the tests of
significance and conf_dence intervals.

We achieve the randomisation by some standard procedure,such
as : Lottery method and Use of Random Number Tables. Fisger‘s
"Random Number Tables and Tipett's Random Number Tablgs are most
commonly used.

Some standard randbmised design are discussed in the next
section. Henceforth we refer, ‘randomiséd designs’ by simply the
word, ‘designs’.

1.4 . SOME STANDARD DESIGNS .

DQSZ;;;“;;;WG;;;II;m;;;;acterised by the nature of grouping
of experimental units and the procedure of random allocation of
treatments to the experimental units.

Following are the some of the standard dsigns -

1. Completely Randomised Design (CRD)
2. Randomised Rlock Design (RBD) and

z
o~

« Latin. Square Des>_gn (LSD) .



Below we discuss each of these in brief:

1. Completely Randomised Design (CRD) :—- It is the simplest

rand;;;;;;m;;;I;;j“f;;f;;:;m;;;:;;“zgé experimental units are

taken in é single group. As far as possible the units forming a
group should be homogeneous. CRD is one, in which a group of ‘v’
treatments are randomly allocated to the whole set of experiment-
al units, without making any effort to group the experimental un-
its in any way far more homogermeity. There is no restriction upon

the number of replications of a treatment.

tayout Of The Design:—

[ SV SR R Uy —

By layout we mean the placement of experimental treatments on
the experimental site whether it be over space, time or type of
material. The entire homogeneous experimental area is divided

into number of experimental units, say N. A random selection of

+

. . .

r ' experimental units is made and one of the ‘v’ treatments is
1 ,
applied to these units. A random selection of

»

r ° of remaining
o d

‘N~ r ‘experimental units is mrade and Dnevof the remaining

‘v o~ L% treatments is applied to these particular units. Contin-
ue this process until all treatments have been applied. And aft-
er the experimentation we observe the response.

2. Randomised Block Design (REKD) -~  We héve seaen that CRD is
usef;I”;;;“;;;I;”;;;;;;“;;m;;;;;;ents and homogeneous experiment-
al materia;. When there are large number of treatments ‘v’ to be
tested and experimental mate?ial is not homogeneous, CRD is not
uséful. If the experimental material is not homogeneous, it may

be possible to group the material into blocks of v — units each,

as— thé blocks are homogeneous within themselves and heterogene—

10
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ous between themselves. Then ‘v treatments are allocated on
each block randomly. Such a design is called as, 'Randomised
Block Désign’(ﬁan). |

In RBD, the randomisation is.resulted and treatments are
randomly allbcated with in each block. If there are ‘b’ blocks.
then to test v’ treatments we need, N = b.v total number of exp-
erimental units.

This design was originally developed by Fisher (1926) and
has become popular in a‘large number of field experiments.

Layout Of RRED |

ot ot A AR BorAt e pocms Gathn are Seiod So0et o et roare e

Suppose we have v = & treatments and b = 4 blocks each

H

o% size 9. Let VY denote the response on the experimental unit
ij
in the j th block receiving i th treatment and let A, B, C, D,

E denote the treatments, then we have following layout of RED :-

: a e B E D H

‘Block I : :
: Y Y Y Y Y :

: 11 3 21 51 41 :

: 53 D C A E !

Block II | '
H Y Y Y Y Y :

: 22 42 x2 12 a2 ,

H D E B C A .

Block 1II | _ :
: Y Y Y Y Y :

; 4 35 a2 525 z1 :

H E D C R A :

Hlock IV | :
: Y Y Y Y Y 1

' 34 44 54 24 14 .

) 1

The same plan can be generalised for different values of

b and v.

In RED, it is essential to occur every treatment once and

i



only once in each block. But there are many practical situations

in which this restrication cannot be satisfied. In some experim-

ments,we may have to repeat a certain treatment at least once in

each block. Let n denote
ij

occurs in the j th block 3

treatment may not occur same

is called as, ‘Gzneral EBlock

HE o n -
b i1 12
H
L
; n n -
: 21 22
1 3
[}
N = R - -
+
H
- ) — —. ——
]
L]
1
: n r -
' vi va -
1]
]

the number of times 1 th treatment

n >/ 1. And also every
ij

number of times. Such a block design

s

. And a matrix -

- n
- vh

e e M B W m e e e e Mw wE @w em

v X b

is called an incidence matrix of a design.

Let,
- denote number of replication of i th treatment;
i i"—'l,:'..’“'- - ™ V.
and k denote number of plots in 3 th block; j= 1,2,~ - ~ 5.
3
Then,
b v
>_n = y_n
i=1 ij i . i=1
and
v b
F_r = > k
i=1 i J=1 ]

And a design, for which n

design’.

v is called a‘complete block



When the number of Ltreatoenls ‘v:oin an experiment is larqge,
it may not be possible due to various reasons to use large size
blocks to accomodate all treatments at least once in eéch block.
In such cases we think that it is not necessary for every treatm-
ent to occur in each block. Some treatments occur and remaining
will not occur which implies that block, size is less than total
nubmer of treatments. Buch a design is called as, 'Incomplete
Block Design °.

Further, if n . takes either the values ©O or 1  then the
incomplete block de;ign is called a, ‘"binary design '. Such a
type of design is common in practice.

. Latin Square Design (LSD) :~ As we have seen, to eliminate
fer;;;;;;m;;;;;;;*;;;;;;;;~;; one direction only, we use R.B.D.
But when fertility gradient is in two directions which are prepe-
ndicular to each other, we use Latin Square Design (LSD). -For
this, we divide the given field into different rows énd columns
each having'same number of euxperimental units, then we allocate
the treatments to experimental units in such a way that eachAtre—
atment occurs once and only once in each row and in each column,

A Latin square design is an incomplete 3 —-way layout in

which, each of three factors viz. rows, columns and treatments

2

is at v ‘levels ' and only ‘v possible treatment combinations
are taken.

Latin square designs were originated for agricultural exper-
imentation by Fisher (1926). At present they are useful in indu-
stry, laboratory, graenhouse; medical, marketing, sociglogical

experiments etc.



Layout of L..5.D.

B s

Suppose there are four treatments ARB,C and D to be tested

in L.S.D. Then we will have four rows and four columns.

And the layout w:zll be --

A B Cc D
B Cc D A
\ C D A B
D A B c

In the next section we discuss about the ‘analysis of obser-

13

vations 'y obtained as a result of the experiment.

1.5 . ANALYSIS OF VARIANCE

As ;ﬁ:;;azgﬁg;m;;;;;zggubut experiment, we get observations.
After the observations are collectedvthay are statistical analy-
sed to get relvent information regarding the objective of the ex-
‘periment. As we know, the the objective is usually to make comp-
arisons ameng the effacts o% the several treatments when the obs-—
ervations are subject to variation. Such comparisons are made by
the technique of ‘analysis of variance "which is due to Fisher.
According to him, “the analysis of variance technique essentially

consists of partitioning the teotal variation in an experiment in-

to components ascribable to different sources of variation due to

. .

‘the controlled factors and "uncontrolled sources of variati-

on, called ‘error °.

Symbolically, it can be wr;ttEn AB
2

r

L4



Where,

s is the total variation .,
T
~
2 .
C( is the variation due to ‘controlled * factors
C
and
~y
e
6’ is the varietion due to error
e

In order to faciliate the analysis and to simplify the tests
significance, we have to make some assumptions about the nature
of observations or responses cbtained from an experiment.

Assumptions Involved In The Analysis O0f Variance -

""""" Following are the three important assumptions cammonly
made in the, analysis of variance.[John and Quenouille (193%3)]

1. The uncontrolled variation or error in different measur-
ments follow a normal distribution.

-2

2. Different measurements are independent.
. The relative sizes of errors in different measurements
are unrelated to any factor of the experiment.

The implication of the above assumptions will be made clear
in the further discussion.

Now we discuss the general structure of ‘Analysis of Varian-

ce .

Consider the linear model -

. M B (1.5.1)
Where,
Y is a column vector of abservations (y ¥ + = = =¥y ).
1 2 n
F is a column vactor of the parameters ﬁ .
J

X is a matrix of known coeffecients known as “design matriu’

15



and E is a column vector of error components.

The above assumptions are equivalent to E(E) = 0 and
V(E) = 511 i where I is an identity matrix.

By the method of lesst squares, the least square estimate
of parameter P is obtained by solving the equations,

x'x,:c = x'y e (1,5.2 )
These equations are called, ‘normal equations *.
A

A
Let ﬂ be the solut.on of equation (1.5.2), and whenlﬂ = ﬁ .

‘ ' . .
€ E attains minimum value and is unique. And this minimum value,
~

denoted by R is given bv -
0

HL = (Y - f% { (Y - Xﬁ D e el 6 S P63
O .

In analysis of variance, each component of variation is ass—
ociated with another quantity, called as, ‘degrees of freedom °,
(d.f.), which is defined as follows ——-

Definition : 1.5.1 Degrees O0f Freedom (d.f.) -
The “degrees of freedom” assaciatzd with any component are the
number of independent parameters requiréd to describe that compo-
nent in the model. [Cochran and Cox (1928%9) pp.57 1.

In the case of treatments, this always equal to one less

than the number of treatments and similarly for blocks.
]

a

Suppose R carries v d.f. DNow suppose we wish to test
0 1
the linear hypothesis
‘. .
H «:t HE =20 .
) e) 0

Under this hypothesis we get the residual sum of squares, denoted

3
by K 3 whera,

1



-
2

Ro=men. 1Y = X (Y = XB ) mmeemmeee (1.5.4)
1 HE =@
3!
and, suppose it carries V d.*.

By referring the wellknown results [ Rao (1983) 1, we have

X
s

(i) R /¥ is an unsbiased estimate of:of’without any assumption,
(8] 1 .
_ s 2 ' 2-
i.e. E(R /)= O i (1,5, 5)
0 i : o,
The sum of squarzs due to deviation from H ¢ H B = « dis
0 Q

2 2 ‘

cobtained by substracting R from R . which carries ¥ -~ ¥y d.f.
0 1 ‘ 2 1
And , we have
. ; _m < : Z 2
(ii) E (R - RI)/(Y -y ) i=@g + (v A -V )70’1:_——«(1.5.6)
R | 0 2 . 1 2 1
2
Under H H d% = 0 . Herce, under H ;
0O O
B '.ﬂ'. _ ".r.. _ 3 2
E(R —R) /(Y ~v) = g%,
1 O 2 1
' Also under normality, (R /v )  follows a % dist-
‘ € 1

ribution with d.f. and (R - R /(v -v ) (1 /ﬂ ) follows a
1 Q 2 1 '

¥ distribution (under H , only) with ¢ -V dof. And furt-
0 ' 2 1

thermore, they are distributed independently. Thus an appropria-

. . / )
te test for the hypothesis, H @ Hp x(@ against H ¢ HR =/=G§ .

0 0 1 0
is given by
oz 2 o 2
Fel (R-R)J)I(v—-v)iZ (R /v]} |oeee—— (1.5.7)
] 1 o 2 b 1) 1



under H , this F follows Snedecores F -—-distribution
0

F v =v 4 ¥ ) B
2 r -1
The computation leading tn the F statistic may be presented
in tabular form, called ‘Analysis O0f Variance Table ' or simply,
Y ANOVA C Table.
Table No. 1.3.1 .

ANCVA Table

i Source Cf Variation H d.f. \ Sum O0f Squares |
: | E : C :
! Deviation, fron hypot- | ¥ -« : R - R ~ !
1 thess Hp : ® ! 2 1 1 o '
‘ Q , ' ‘
i : g 2 1
i Residual HE 4 : R H
: H 1 : 0 i .
‘ H ' :
i Total N7 ' R '
i : 2 : 1 :
The entry marked by ~ is obtained by substration . *

]
t

Models for the nost of designs discussed earlier can be
expressed in the gen=ral set up
| Y = Xpo+ € .
Where the terms have similar meanings as explained earlier.
Yo, for the ‘analysis of design ° we follow the above technique
of "analysis of variance .
1.6 . SUOME DEFINITICNS :

Below we give some definstions and result which are useful

in further discussions .

Definition :— 1.6.1 C —— matrisx HE

B e e ) B e )

For the binary design, the matrix



/-1 -1 s

C=D (r ,r y =~ ,==r ) - NDKk k=~ kegk ) N
1 2 i v 1 2 j b
where, ' ‘
D(e ,8 , - =, O ) is a k ¥ k diagonal matrix with dia-
: 1 2 ko '
" gonal elements © , € — .8 3 r is the number of repl-
1 2 k i '
cations of i th treatment , i = 1,2y~ - - v and k , the size of
. 3 ' .
j th block; Jj = 1,2, — - - b 3 is called a C ~--— matrix of the

incomplete block design.

Definition 1.6.2 - Linear Farametric Function :-

e s v e o024 fae ety e e Soe4s 0t Pt ot PObS et ity ot e Sress seras aeoce drecs Sese St 4eas Sveme Shame Semme s Siee Poste TSRS et e Seett dabet Seiot St Seine Seavn Sosay Sevee emmst Semnd

A parametric function is said to be a linear parametric fun-

ction of ® = (& , & , — .~ ~-, 8§ ) if it is of the form
1 2 k.
. ) E
LY:C@ = _c@®
i=1 i i
P .
where the vector C = ( cC s & ¢« = = 4 C ) is a vector of
1 2 2 ’

known coefficients.
Definition 1.6.% : Two linear parametric functions \§ = CQ@ and
e e s o st s e e s dr s e ' ' 1 1

w = CYQ are said to be (algebrically) independent if € cannot
2 2 ' 1

be written as a scalar multipl= of C .

‘_2
Definition 1.4.4 : Constrast :-—
Suppose Y .Y s — -y are k observations, then a-linear
1 Z k.
function
C=¢cy +¢c vy + - - — 4, CcVy sy is called an observat-
11 2 2 k k
_k
ional contrast if »_ c =0 . And a contrast is called a
i=1 i
_k 2

normalised contrast if > c =1 .



Definition 1.6.9 ¢ Orthogonal Contrast o
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F_ > c y ‘are said
1 i=1 1. i 2 i=1 2i i

to be arthogonal contrast to each other if
: « C = Q
=1 1i 2i

B

Remark : The sum of squares due to an observational contrast,

PR

x
&3

k.

C = }: c vy is (C /}: gL ) and it hég one d.f. moreover, if
i=1 i i T ‘
2 _

E(c) =0 5 and v(y ) = 4 , and y ‘s are normally distributed,

. i , : '
2 k2 , 2
then (C / *_ ¢ ) is distributed as % with 1 d.f.
: i .

Définition 1.6.6 : Unbiased Estimator :-

A function t?;;’”;;”;;;';;;;;;;;;;;; Y is said to be an
‘unbiased estimataor af parametric function if E [ t (Y) 1 is
equal to the parametric function.

Definition 1.6.7 : Elementary Contrast :-
“““““ ;”;;;;;;;;——ET;“—”;;m;;;;;;“;;*;zggentary contrast if the
vector C has only two nomzero entires 1 and ;l « the other
entries being zero. ‘ ' :

Now we will present some of the properties of Block Designs.
The proof of various results are available in Raghar Rao (1971).
Definition 1.6.8 :‘ Connected Design -

T ;m;;;:;;M;;;:;ngngzzu;z;;;;;;;;mcontrast are estimable is
called a connected design ".
Theorem 1.6.1 @ An incomplete block design with v treatments

is connected if and only if the rank of it's C - matrix is v-1.



Theorem 1.6.2 — (Chakarbarti 1963 ) - In a connected design
;II“z;;*;;;;;;;;“;;;;;;;;“;;“;;T;“”g": matrix are positive and
the principal minors of all orders of it's C — matrix are
positive. The idea of connected design is due to Rose.
NDefinition 1.4.9 : Balanced Design :-— "A connected design is
said to be balanced if all elementary cantrasts in the treatment
effects can be estimated with the same precision (inverse of the
variance of the est;matér e .

This definition does not hold for the disconnected design,
as all elementary contrasts are not estimable in this design. To
aver come this diff.culty , Vartak (1963%) defined " a design
(not necessarily connected ) to be balanced if every estimable
‘normalised contrast in the treatment effects can be estimated wi-—

th the same precision”.

. Theorem l.6.% 3 (Rao 1938) :~ A connected design is balanced if
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Yates defined orthogonality of a design as follows, " ortho-
gonality of a design is the property which ensures that the
different effects will be capable of sep%rate estimation and tes-
ting with any entahglement ",

By the nature >f design here we can say that RRD and LSD are
connected, balanced and orthogonal. CRD is also orthogonal and
cqnnected but it is not balanced. |

In sectinon 1.4 we have discussed CRD, RBD and LS8D, which

are designs of simple experinents. A simple experiment takes

into account the different leavels of only one factor at a time.



But this procedure is not always desirable or practicable. HMany

times we have to consider more than one combinations of different:
levels of different factors, at a time. Such an experiment, inv-
olving different factors at different levels is called a, 'facto-
rial experiment ‘., 8Such experiments are in existance from sever-

al decades.

In the subesquent chapters , we will discuss about 'factori-

al experiments ° in detail.
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