
CHAPTER-III

the mifra DISTRIBUTIONS 

3.1 Introduction :

In this chapter we study several conditions that 

extend the univariate IFRA property to the multivariate 

case.

In section 3.2 we present six multivariate IFRA 

conditions proposed by Esary and Marshall in 1979.

In section 3.3 we study the interrelationships among these 

conditions and in section 3.4 we give the counter examp­

les to show that no other relationships hold among the 

conditions. In section 3.5 we discuss some properties 

of the conditions and their relation with association, 

absolute continuity and independence. In section 3.6 we 

present another multivariate extension of univariate 

IFRA class based on it's recent characterization proposed 

by Block and Savits (1981) namely, a r.v. T is (univariate)

IFRA iff for every nonnegative nondecreasing function h,
1 foe aE h(x) < E 7 hu(X/a). Also we discuss the properties 

of this class in the same section. In section 3.7 we 

present some families of distributions which belong to 

this class. In section 3.8 we show that the definition 

of MIFRA class presented in section 3.6 can be slightly 

modified which leads to an easy characterization of this 

MIFRA class.
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3.2 MultivariateIFRAconditions__due_to Esary and Marshall 

Below we present the six MIFRA conditions propo­

sed by Esary and Marshall.

Condition A ; This condition can be stated through 

three equivalent statements ;

(a) is increasing in a>0 whenever each t. >_ Q. 
a

(b) R(a t) < a R(t) for all a S[0,l] whenever each t M>0.

(c) R(t) < t. r (t) whenever each t^ >_ 0 provided 

R(t) is differentiable.

Where R(jt) = -log F(t) and r (t) = (r^(t), t) ,. » ,rn( t))'

rt( t) = ---- R(t).
1 dt.

i
The equivalance of (a) and (b) is quite easy to demo­

nstrate while equivalence between (a) and (c) follows by
A robserving that L - £- J is nonnegative.

Condition B ; The random variables T^»...,T have joint 
distribution such as C(T^,...,T ) has an IHRA distribution 

for all coherent life functions x •

Condition C ; T^,...,Tn have a representation as

T^= Tt(X^. .. j,Xk) where are independent IFRA

random variables and T, ..... T are coherent life func- 

tions of order k.
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Condition D : For some independent IHRA random variables
f

,. .. and nonempty subsets of ',1 , TH have
a representation T. = 'min X. ■ i = l,...,n.1 i c s. J '

J i

Condition E ;■ Min T. is IHRA for all nonempty subsets

Condition F ; T^,...,T have a joint distribution such
that min a.T. is IHRA whenever each a. > 0. i 11 1 “
Some comments on the MIFRA conditions :

We observe that condition A is the only condition 
which is direct analog of univariate IFRA property.
Other conditions have arisen as models appropriate for 
practical situations.

In dealing with large systems, it is common practice 
to determine the life distribution of various subsystems 
and then to combine such partial results succesively as 
larger subsystems are studied. Condition B has a direct 
bearing on such a procedure.

When making a system analysis by combining informa­
tion from subsystems as discribed above, the subsystem 
life lengths T^,..,Tn are often dependent as a result 
of the subsystems having componants in common. Condition 
C is an appropriate model in such circumstances.
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Further we note that if each of the coherent systems
in condition C is a series system, and if each Xj is 
exponentially distributed, then each can be viewed as 
minimum over subsets of independent exponential variables 
and thus will have MVE distribution. Thus it is of some 
interest to modify condition C by admitting only series 
systems. This case arises very often in practice espe­
cially when T^,...,T are the minimal path life lengths 
for a coherent system with independent componants.
This modification leads to condition D.

A similar modification of condition B gives rise to 
condition E.

The condition F is shown to be equivalent to condition A, 
3.3 The interrelationships^amonq the conditions :
3.3.1 Theorem ;

The following diagram summarizes the relationships 
between the conditions A to F.

/
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Proof ;

The proofs C, B --.-JbE are trivial. C ^=3tB follows 

from the fact that compositions of coherent life functi­

ons are again coherent life functions. follows

by taking = 1 for 1 6 S and zero otherwise in condit­

ion F. The remaining implications follow as given below : 

A<f=»F : Let A holds. Therefore R(a t) < a R(t) for all 

a G [0,l] whenever each >_ 0. Let z > 0 and

We get,
i

R(a ,a-~) < a R( 
an a 1 n

i.e. -Log F( a

But F( -2--, 
al

-—, ...,a -—) < -a log F( , 
al an al

_ ■) = P[a.T.>a3;,.., ,aT >aZ)xx n n

z. \
>a~“'* 

n

= P[ min a^T^>aZ]= G(az)

where G is survival function for Y = min a.T.. Thus we
i 1 1

have -log G(az) < - a log G(z) and hence Y is IHRA for

every a^ _> 0

Ffollows by exactly reversing the steps.

C ==£> A : Let T^ = X^(X^ ,... jX^.) i=l,.„.,n where X^ are 

independent.

Let Xj(t) = 1 if t < X. ’

= 0 if t > x.
” 3 J

and X( t) = (Xj^C t) ,... ,XR( t)). Let 0^,„.. ,0n be coherent 

structure functions of order K corresponding to the life-
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functions X ,. . . , *t . Let P. ,. . . ,P . be minimal path^ *** 1 jLic.
sets for 0±, i=1?_osn> In case 0i(X)^O, Ti(X)^0 and
in case 0^(X)=1, ~^j_(X)iLco* The joint survival function 
H of Xn is given by

H(t1?...,tn) = P[0i(X(ti))= 1 for all i=l,...,n]

P[ n 0,(X(t.))=l] 
i=l

E[ % 0.(X(t.)) ] i=l 1
i=i^ jLi L6Pi:jX4^ ti^^ where

k k
U y. = 1- it (1-yi )• 
i=l i=l

i[g(x(t)].

where X(t)= (X.(t -)) is k x n matrix. We faote that 
•** J

g(X(t)) contains terms of the form n ft X.(t.) and sincei j 3
X^(tj) is binary and decreasing in t., we can replace 
it X.(t.) by X.(max c.). moreover since X. are statisti-

*** -J ■“** j J
cally independent, so are the rows of the matrix X(t). 
Hence H(t^y..,,t ) depends only on the k x n matrix*
IP = E X(t) = (Fi(tj)) = (Pij)- Thus H(t1,..,tn)= h( IP ) 
where h depends only on 3P * Let IPa denotes the matrix 
(F.(cr.t.)), We need to prove that

**“ J
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R(a t) = - log H(a t) < - a log H(t) = a R(t) i.e.
- log h(Pa) < - a log h(lP) . . (3,3,1)

We first prove three lemmas, using which (3.3.1) 
follows. Suppose for convenience that 0 = t < t^ <
, . . < tR < ^n+1 = °°* Let = (1»• • • »1 >0 > • • • »0) be
vector with first 1 componants equal to 1 and remaining
componants equal to zero. Let ffhbe obtained from IP

thafter replacing i row by d^ .
Lemma 3.3.2 :

Proof

dh(lP)
d p. .

3
- hOP^j.p

Since t. < .... < t it follows that X.(t.| is
i 3'1 — ’' '" — ~n 

increasing in j and hence we can write for given i,
n n
* 0^[X( t.) J
j=l J J

12 [X.(0 - X.(tt+1)] it 0.(X( t,),l.) x 1=0 1 1 1 j=]_ J J !
n
%

j=fcH
0j(2(tj), op

• i* Hwhere (z,l^) is the vector z with 1 componant replaced 
by 1 and (z, 0^) is the vector z with 1th componant 
replaced by zero. [ we note that this follows since 
Xp( tg) - X^t^) = 1 only if X±( t ^ ) = 1 and Xi=(t^+1)=0 
and zero otherwise].
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Thus h(P)
n

= E n 0(X (t.))
j=l

= E E[Xi(tjL) - Xi(t^].E<^0j(X(tj),li) x

S 01*(X( t J ,0.)
j=!+i 3 3 x

= 2 (p^ -PiJ+1) h {P±a ) .. (3.3.2)
1=0

With the convension that p.Q = 1 and n+1 — 0 i = 1,2,.., 
Hence ,r ’ 5

dh(SP) 5
”dp dp~”^ ^ Pi , j-l~Pi j ^ h^i , j-1^ Pi j_Pi , j+1^ h^Pi j ^ ^

Fij

Lemma 3.3.3. ;
With ljj(x) = -x logx , x G (0, l] 

dh

il
Proof :

EE l|l(p, ,) —— > IjJ[h(P)].
1J dp. .FiJ

k.

We prove this lemma by induction on r, the order of
the coherent structure 0.. If k = 1, then either
0j_(X) = 0 or 0^(X) = 1 or 0^(X) _= x. Consequently either
h(JP) = h(p^,...,pn) = 0 [ This happens if 0^(X) = 0 for
at least one i ] or h(]P) = 1 [ This happens if 0^(X)= 1
for all i ] or h(P) = p^ for some i [ This happens if
0.(X) = 1 or X for j = l,...,i-l and 0.(X) = X with J
0j(X) = 1 for j = i+1, .., n].
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If h(P) = p-j^, then = 1 for j = i and zero otherwise

Consequently E ^(p^) 4Kp1jY'*? ljj( h). The equality
ij

I l|j(p, .) ----- = ljj(h) is trivial if h = 0 or h = 1. Thusj 1J »pu
lemma holds for k = 1.

Mow, suppose the lemma holds for all semicoherent 

structure functions of order k-1. Then for structure 

functions of order k we have

..(using 3.3.2)
k- n A

=3, l/(pij)^<pirpi>t+i)“-.h(pi,5) +

n

i=2 j=l 

n
JM’(piJ)[ap--<Pij-i- Pil h( +

Pl.j+T h(
n 
E( 

£=0

k n= ^Ph-Pi^h-T.^ 5=1*(PiJ^ h(1Pl,l.)+

n
2 l|l(p±J) [h( TP, ,)-h( IP-,
j=l 1 ,j 1, j-1'
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[using the hypothesis and the fact that

After rearranging the terms we get 

= !}j[h( 5P10)]+ >Bi[[l|l(pij)h( Flj)-pljl|j[h(!P1 J_1)]]+

+[pl:)4[h( XPlj)]» ljj(p1:j)h( IPgj^x)]

To simplify the notation we write h .= h(TP^j) and 

p^j = pj„ Then the inequality becomes

EEljlCp, > l|j(hJ + Z [D|j(p,)h,-p. ljj(h. )] -
ij dPij 0 j=l 3 J 3 3-1

[ ¥(Pj)hj-i -^(hj)Pj]3

= ljl(h0)+ MlHpjh^-tlKPj^x)] .. (3.3.3)

We observe that ---= - - and hence lb is can-
dx^ x

cave on (0,°°). Therefore we have

ljj( x+9) - ijj(x) >\jJ( y+G) - ljj(y) for all 0< x<y , 0>O. 
Taking

j-1
9 = (hj-hj-i)pj> x= y= 11

follows that

l|l(p;,hj)-(|l(pjhj„1)> «VJi1<hi-hi-l)Pd

summing both sides over j gives
^[ho+ A/h-b-hPi1

i=l
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2 [itKPjh-j)- iMPjhj.x)] > (hi-h1_1)pi]-l|l(h0)
3=1
which together with (3.3.3) gives

?? lKp±i) ---- > l|j[h + 2 (h.-h Op.]
t4 dp.. ° i=l 1 1 x 1

n

n

ljj[ I (p,-p,)h .]
j=o j Kj+1' j

l|j[h( IP)] by(3.3.2)

Hence the lemma. 

Lemma 3.3.4 ;

Let ri be the real valued function of k x n matrices 
U = (u^j) defined by r)(U) = log h[(e~uij)]. Then 

T)(aU) < ar)(U) whenever a S[0, l].

Proof ;

It can be easily verified that this inequality is

equivalent to the statement that nCocU) is increasing in
a

a > 0. Hence it is enough to prove that

---3™£ - 0 for all a > 0. With

Z e ij this implies f

~ a ----[ log h (V. .) ] > - log h(V..)
ncy J J
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__\-a=? RrVTj)
dh{V, .) 

[ n — 
ij dV. .J 13

dV* .
„_iJ] > _ log h(V..) 
da 13

dh(V. .)
^-a [ 22 . V. .(-u, ■)] > -

ij dVij 13 ■Lj

4 r 5h(V )v. i°g V>-a [ 22---ii 13 [ —-—i3]] >
aij dV..J xj

dh
22 ll?(V. ,) —— > t|j[h(V. .) ]
ij 13 dvi:j 13

h(V'ij)log h(Vi:j)

h(Vij) log h(Vij)

and by lemma 3.3.3 this holds. Hence the lemma.

Next, in order to prove C=£A, we go back to 
(3.3.1). Let , be the hazard function of , i=l,2,.,,k. 

Then
R(at, ,... ,at ) = - log h( SPa)

= - log h[(F, (atj))]
= - log h[(9-log (Fi(aV)]
= r)[(Ri(atj)]
< ri[c: A A t j) j [since each X.^ is IHRA

and ti is increasing in 
each argument]

<, a rjTP.. (t -) 3 [by lemma 3.3,4]

~~ a R ^t-|,..., t^) .
Thus 3.3.1 and hence the result follows.

3.3.5 Remark :
We note that the MVE distribution satisfies condi­

tion D and hence all other 'Conditions. .

Our next section presents counter examples to show that 
no -other relationships hold among' these conditions.
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3.4 Counter Example :
(l) C=^=£D. Let (TjT2) satisfy condition D. Therefore
we have T,= min X. and T0= min X. where S,and S9 are 1iSS11 " i 9 S2 1 1
subsets of ,k) and X^ . .. ,X^ are mutually indeppendent.
We can write = min(X,Z) and 2 = min(Y,Z) where

= mmi es,-s01os X. , Y mm X. and Z = min
12 n t i g s2-sin s2 i g sxns2xi

[ minimum over an empty set is to be interpreted as °° ] 
We note that X, Y and Z are mutually independent r.v.s. 
Consequently the joint survival function of (P^yTq^ ^as 
the form
PtT^t^ T2>t2]= Fx(t1)FY(t2)Fz(max(tlJt2)] so that..( 3.4.1) 

PtT^V T2<t2]= l-F^CtiJ-FT^^^T^ti.tz)

= l-Fx(t1)Fz(t1)-FY(t2)Fz(t2) +

Fx(ti)FY(t2)Fz[max(tiSt2)] ..(3.4.2)
Next, consider the random variables T|and Ti, of the form 
T| = max(U,W), T4, = max(V,W) where U,V and W are inde­
pendent and uniformaly distributed over (0,1). Then 
(T{,T£) satisfy condition C and P[T^< t^ ,T2<_t2J = 
t1#t2 min(t, t2) for 0 < t^, t2 < 1. .. (3.4.3)
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If (T^T^) also satisfy condition D, then (3.4.3) 

must be of the form (3.4.2) for some independent random 

variables X,Y,Z. , ‘ Putting t2= 0 in (3.4.1)

we get F^tjJ Similarly we get
^T2^2^=: ^y^2^ ^(tg). together with (3.4.3) gives
Fx(ti) F^t^ = 1 - t9 and F (t2fz(t2) = l-t^. Putting'.this 

in (3.4.2) and again using (3.4.3) with the convention 

that t^ < t2 we get
tf t2 = 1 - (1 -tj)-(l -t|) + Fx(t1)(l-t^)

= tf -(i-t^) Fv(t.) 2
X •— yv X ^

After simplification, this gives Fv(t.) = —--- whichX 1 1+t2
implies that Fx(t-^) depends upon t2, which is a contradict­
ion. Thus (T.£,T£) can not satisfy condition D which 
implies that condition C y^PD .

(2) A, F^j^B [consequently A,F,-=^K: and E^#B]: Suppose 

that (Tj/^) has density

32

(tg 1^2) - ^
= b 

= 0 
64

Where a = b =* 2a = -
47 47

the figure below %

if t^>Q ? t2>0 and 

if 0<t^<l, 0< t2,< 1, t^+t2>. 

elsewhere* .

This is illustrated in

49
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[Since for ^<t^<, R(t^) = R(t2) and ^-- -> ----].
tl *2

Thus condition B fails, [ Here we have shown that life 
time of parallel system of componants is not IFRAj, Next, 
we will show that {1^,1^} satisfy'condition F (and hence 
A), Let Y = min(a^ Tj_»a2 ^). Let al * a2* We ^ave
Fy(t) = PtT^ T2> |2]= p[T1>x> l2>m where x=51>m=52

Thus to find survival function of Y, it is enough to find

Fm(x) = P[Tx>x, T2>m x] for all x > 0, m G[0,l] .. (3.4,4)

From the joint distribution of (^^2) this probability 
is obtained as follows i
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Fm(x) = I xf3(m+l)+2(1-m) x] 

= ~ x [ l+m+2 (l-:-m2) x ]

0<x< -7- ,4(m+l)
__1__
4 (" m+1)

<x< 34^m+l)

= bx [l+m -mx]

0

-7-— < x < 1,4(m+l)
elsewhere.

Differentiation of Fm(x) with a negative sign gives
it’s density as

fm(*> = !

4

[3(m+l)+4x(1-m) ]
Q[l+m+4(l+m )x]

0< x<
1

4(m+l)

= b (l+m - 2mx) 
= 0

4(m+l)~X” 4^in+l)

-72-T, <K1.4(m+l)
elsewhere.

From the above expression it can be easily seen that
d2log f (x) -c|
-- -—----is of the form------— 0 where C. ,Co>0 aredx2 (C^x)2 1 2
constant!, which implies that log^f^ is concave, so that
f is a PF0 density. Thus Y is IFR. The case a,>a0 m z 1 l z
follows by symmetry. Thus min (a^T^o^^) is IFR for 
all a^,a2> 0, and hence (T^jTg) satisfy conditions 
A and F. Thus A, F=^=?B.
B —Au? A, F ( consequently and£=^A,F). Let
T^ be uniformly distributed on [0,l] and let T2 be 
equal to | if 0 < | and T±-r; if | < Tx < 1.
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The joint distribution function of (^’T2) can be 
easily computed as

F(ti,t2) = 0 if (a) 0 < tx,t2 < 1/2 
= tj^+tg-l if (b") 1/2 < t1#t2 < 1.

= V 1o
4...

if (c) t2 < < tx and

0 .
= t2 if (d) t2~ |-tl and t1-t2- 1> 0.

= t2" 1
2

(€) tl< |< t2 and ^2~^l” 1,“ .v2“ 0.

II c+
I-
1 (f) t,< —< t0 1- 2” 2 and W i>2~ 0.

From (b),(d) and (f) it follows that marginal distribu­
tion of both and T2 is U(0,l). Also 
P[min(T1,T2)>t] = P^tJ^t] = 1- t)-F2( t)+F( t y t)

= 1~ 2 1 0 < t } using
" '2 (a)

= 0 otherwise j and
(b)

Which has density f(t) = 2t0 < t < Hence min(T^,T2) 
is U(0, i). Also

P[max(T1J2)<t]=P[T1 <t, T2<t] = 2 t - 1, |<t<l

= 0 otherwise.
Which has density f(t) = 2. i < t < 1. Hence max(T^,T2) 
is U( i,l). Thus all possible chherent systems which 

can be formed out of the two componants have uniform add

52
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hence IHRA distribution. Thus condition B holds. Next 

we show that condition A is violated by(T^,T^

Consider Y = min(T^,aT2) where a > 2 

P[Y < Z] = 1 - P[ Y>z ]
= 1 - P[T1>z? T2> |]

= 1 - [l - F1(z) - F2(z/a)+ F(z, |)J 
= F1(z) + F2(z/a) - F(z, z/a)
- z + - - F(z, z/a) [since T, ,T2 are U(0,l)]

2 )= z + “ [ for z £ 1/2
= z + 1 -(z - |) =1+1 j l/2*z<a/2(a-l)

= z'+i**f = z. -2 fox a/2( a-i)£z<l.

For Y to have IFRA distribution ~z-^logF^(z) must be 

increasing on (0,«>). The derivative of ^ T-'
z*"1 log P jjmin(T^ ,aT2)< zj for - < z < is

O . Tnegative iff z .

a non-
2 . , , z, 1- < log (-+ ~) which is violated

az -fa a 2
for z <1, hence condition F (and A) does not hold. Thus

condition B does not imply conditions A and F.

3.5 Some Properties of the Conditions :

3.5.1 It is easily varifiable that all the conditions 
A to F satisfy (Pi) :(T^,...,Tn) satisfy condition(*)=^ 

each nonempty subset of(-T^,... ,T.n) satisfy condition (*).
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Condition A and C to F also satisfy
(P2) ;( S-^,. i. ,5^) satisfy condition (*) ,( . ,Tn)

satisfy condition (*) ancl (S, ,... ,S ) , (T, , *. * ,T ) arex n x in
independent (S^ ,... ,Sn > satisfy condition!*).
Whether or not condition 3 satisfies ?2 is unknown,
3.5.2 Relation with Assosiation :

The random variables T^,«*»,T of conditions c And D 
are generated as increasing functions of independent 
random variables, and as such they are associated. On 
the other hand, let U be uniformly distributed over [0,l] 
and V = 1-U then F/ \ = P[u<U<l~v] = 1-v-u if u+v-<l^ U o V )

= 0 otherwise.
Hence a -i + a o1 - U [ -i-- 2_]

ala2
if u < ala2

a^+a2
= 0 otherwise.

dnWhich implies that min ('a.U.'.a0V0 ) is U[0,—-r—] and
v XX ^ ^ 3^*r32

hence it is IFRA, Thus (U,V) satisfies conditions A and F. 
Also,

F(u,u) = 2u - 1 “<u<l2 which implies that
= 0 otherwise.

if.ax*.(U,V) is U(0, i) and is IHRA. Thus U,V, min(U,V) and 
max(U,V) are all IHRA and thus (u.,v) satisfies conditions 
B and E.
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Since U and V have correlation -1, the conditions &,B,E 
and F do not imply association or any other notion of 
positive dependence.
3.5.3 Absolute_ Continui■ty__and Independent,_ :
(a) If T^,...,T satisfy condition D and are jointly 
absolutely contineous, then they are independent.
Proof %

Suppose that T-, = min X. and T0 = min X. where Xtjss^^ J ^ jgs2 J J
are independent.
Let Sj = S^qS^ , S£ = S2n S^ , Sj2 = S-,p S2. Let
Y = min X ., Z = min X. , = min X.. Then3'esi J J s si 3 3 e Sj2 J
T^= min(Y,W), T2= min(Z,W) and Y;Z,.W are independent.
Since T^,T2 are jointly absolutely contineous 7P[T^*sT2=W]=0, 
Hence S^ and S2 are disjoint w*p.l. Hence T.., ,T2 are 
independent. Under condition D, pairwise independance 
implies mutual independance (since then all S? can be 
taken to be disjoint). Hence the result follows.
(b) There do exist absolutely contineous distributions 
satisfing condition C where the random variables are 

dependent. For example, Suppose X- has the absolutely 
contineous distribution i=l ,2,3,4, Let T^nd T2 be the 
life length of the coherent systems given below :
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X1 X3
-

----------

---- M------
x3 x4

-----*---
X2 X4

2For t^<t2 Let
A be the event that X^ > t2
B ' 1 ' * 1 » «r X2 > t2
c «» " »• «• (x3>t1, x4>t2)u(x3>t2, X^t^

we note that the events A,B and C are independent,and 
P[A]= F1(t2), P[B]= F2(t2), P[C]=CF3(t1)F4(t2)+ 
F3(t2)F4(ti)-- F3(t2)F4(t?) . It follows that

F( tl»*2) =P[T1>t1, T2>t2J =P[A,nBflC] = P[A] P[B] P[C]

= F3( t2)F2( t2) lF3( VF4( t2 )+F3( t2)F4( tx)

-F3(t2)F4(t2)]

From this expression, the absolute continuity of joint 
distribution of T^,T2 evLdent. But since 

= maxfminCX^,X3,X4), min( X2 f X3iiiX4) ] and .
T2 = max[min(X1,X2,X3), min(X^,X2,X4)]it follows that 

and T2 are dependent.
In the next section we discuss the MIFRA class 

putforth by H.Block and T.H.Savits [ 1981 ]
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3.6 The MIFRA class of Block and Savits :

In 1976 a new charactorization of univariate

IFRA distribution was obtained by Block and Savits in 

terms of an integral inequality : a life distribution F 

is IFRA iff for every nonnegative nondecreasing function h»

In this section we present the natural multivariate exten­

sion of(3.6.1) and investigate the properties of the class 

of distributions satisfing this extension.

3.6.1 Definition :

Let T = (T^,.„,Tn) be a nonnegative random vector with 

distribution function F. Then T is said to have a multivari 

ate IFRA distribution iff
l/ar ha( 1 T)] 

l v a ~ (3,6 c9)E[ h(T)] < E 0 < a < 1
for all contineous, nonnegative, nondecre ..sine iunction h*

;:k

The continuity assumption on h is a technical 

simplification. In section 3,8 we show that this assumption 

on h can be relaxed.

3.6.3 Theorem :

The class n of multivariate IFRA distributions 

satisfing(3*.6.2) possesses the following properties ;
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(PI) it is closed under the formation of coherent systems.
*

(P2) it is closed under limits in distributions.
(P3) If T 6 it , any joint marginal belongs to %,

i
(P4) If T = (T^,,.. ,Tn) , S = (SL,..., Sm) S n and are 

independent, then (T, S) 6 it .
(P5) it is closed under nonnegative scaling.
(P6) it is closed under convolution (when the operati­

on makes sense).
(P7) If T S it and Tm are any coherent life

function of order n, then (T^ D,...,Tm(T)) S it ; 
Before we prove this theorem, we establish the

following lemma ;
<3.6.4 Lemma :

Let T 6 Tt and ijj^,... ,l|Jm be an^ functions of n vari­
ables which are contineous, nondecreasing and satisfy the 
inequality tjj.. (x/a) < ~ ljj, (x) for all x S Rn and 0<a<l.
Then setting = lJj^(T) for i = l,.*.,m it follows that 
S = (S^,-...,S^) 6 Tt.
Proof :

Let h be any contineous, nonnegative, nondecreasing 
function of m variables. Than for 0 < a < 1,
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E [ h(S)]

- e[
< E1//a[ ha(l|j(T/a),...,*jJm(l/a)] since T G %
< E1/a[ ha[ ,... , ]] by hypothesis.
= E1/°c[ ha(S/a) ].

Hence the lemma.
The proof of the main theorem easily follows using 

this lemma, which is presented below :
Proof of^theoremt3.6.3 :

(Pi) and (P7): Since (P7) reduces to (Pi) when 
m =' 1, we only need to prove (P7). Let ,... ,xm be 
coherent life functions of order n, corresponding to the 
coherent structure functions 0^,...,0m order n resp­
ectively. Let be the minimal path sets for
0., i = l,...,m. Therefore we have X,(X)= max min X..1 ' l<k<Pi jGPik 3
Since T. (~ x) = max minXj}/a = i T. (X) , the result

1 Kk<Pl jeplk J • “ 1 -
follows by lemma 3.6.4 .
(P2) : Suppose that for every k, T^ = (T.^ *' * * »Tnk)' G % 
and converges weakly to T = (Tlf...,Tn) as k—>°°.
Let h be any contineous, nonnegative, nondecreasing 
function. Let 0 < a < 1 and N be any nonnegative real 
number. We also let N denote the constant function whose 
value is N. Then by definition of weak convergence , • 
we have that,
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B[hAN(Tj—->E[h N(T) ] and
—"iv

E [ (h r- N)°t -T. ) ] ---- ~ > E [ (h y\ N)a ( i T)] as k—where 
a K a

h/\N = min(h,N). Since
E[h/sN(Tk)] < E1/a[(hAN)a( i T^) ] for all k, by letting 
k —>co on both sides we get
E[ hAN(T)] < E1/<x[(hAN)cc( - I)] for all N.

We note that h./\N '[' h and (h/\N)a f ha as 

The result now follows by letting N-—?>«> and using 

monotone convergence theorem.

(P3): By taking T. (T) = T. j = 1, ,m in (P7) it foil-
3

ows that (T.. ,...,T. ) G % for all nonempty subsets 1].

1 ,rm). of i 1,2,... ,n%.
j'

(P4): Let T and S have joint distribution function F and
G respectively. Let h(x, y) where _x G Rn and jy G Pi111 be,m
contineous, bounded, nonnegative and nondecreasing. Then
E[ h (I, S)]

= // dF(x)dG(x)
< / [/h“( Y.) dFCx)]1^ dG(^)

< (/ [ L/ha(i x, i x) dF(x)f/cja dG<x)

= [ // ha( i x, “ l) dF(x) da(l) ]

since T G %
1 l/a
/ since S G ti
l/a

= E1,/<x r h“[ 11 - ;S J]

If h is not bounded, then we consider hAN and le*

N—j“. The result follows by monotone convergence 4* *■- •:
V.iU V V '
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(P5): Let a2,..»»an > 0 and set l|L( x1,... ,xn) = 

a^x^ ( 1 <_ i <_ n ). Then the result follows by lemma

3.6.4.

(P6): If 1 = (T1,...,Tn) and S = (S1,...,Sn) 6 n and 

are independent, the convolution corrousporids 'to 

(T-j^+S^,... ,Tn+Sn). By (P4) (T,S) G n, We set 

l|j^((x,x) = x^+y^ 1 < i < n. The result now follows

by lemma 3.6.4.

3.6.5 Remark :

(i) If T G n and b > 0 is vector of constants ,then

(T + b) G re, since let l|j(x) = x.u-b and ^ ( b x) =*“* **** i *“*• x jl x
-x.+b. < “(x.+b.) = i lij. (x) for 0 < a < 1. Again the
a i l — oc i l aTi— —
result follows by lemma 3.6.4.

(ii) Using lemma 3.6.4 it is easy to show that a genera­

lised version of (P6) holds, i.e. T G it and S,,...,S arex m
nonempty subsets of /l,2,...,nt implies that

*. J

( £ T. ,... , £ T.) G n. To see this,^ we take
iGS. 1 iGS 1

1 ra

l|j.(x) = £ X., i = l,...,m and the result follows.
1 jSS. J

3.7 Examples of Multivariate IFRA Distributions :

(A) Generated from univariate independent IFRA distribu- 
tions Y ” - ---- '•*- ....... .

The following theorem gives functions of independent
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IFRA distributions which are multivariate IFRA;
3.7.1Theorem :

Let be independent IFRA random variables
and let 0 0 c; ,2,. .. ,n\ for i - 1,... ,m .
(i) ,xn) S n

(ii) lfT. = min X. i = 1,...,m. Then (T, ,... ,T ) 6 %i . g S J i m
J i

(iii) lf xm are coherent life functions of order
n, then (T1(X1,.. ,Xn) , ...» T^Xp...,^) )6 n.
(iv) lfT. = E X. i = 1,. . . ,m then(T, ,..■. ,T ) G it.

1 j S S. J 1 m
Proof :

All of these easily follow from theorem 3,6.3 and 
lemma 3.6.4.
3.7.2 Corollary :

The multivariate exponential distribution of 
Marshall and Olkin is MIFRA.
Proof :

Let T = (Tjp...,T ) has MVE distribution. Then 
it has a representation T.=,min [XT ; i S J ] i=l,2,...,n 
where the sets J are the elements of a class 'J of nonempty 
subsets of £l,...,n} and random variables Xj, J G J- are 
independent exponentially distributed. The result now 
follows by using theorem 3,7.1 (ii).
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3.7.3 Corollary ;
Let X^,...,X be independent identically distributed 

IFRA random variables and be the corrousponding
order statistics. Then (Y^,...,Y ) 6 n ,
Proof :

Let be the life function corrousponding to a
(n-k+l) out of n system. Then Y^ = T^(X^,...,Xn). Since
(X^,...,Xn) is multivariate IFRA, it follows from theorem
3.7.1 (ii) that (Y1?...,YJ G n.x n
3.7.4 Remark :

It is clear in the previous corollary that the hypo­
thesis can be weakened to (X^,...,Xn) G %.
(B) Multivarjate Woibu11 distribution^ :
(i) Marshall and Olkin (1967) introduced a multivariate 
weibull distribution which has the form (T^,...,T^ ) = 
(T^a,... ,T^a) where > 0 i = l,...,m and (T1...,Tn) 

has MVE distribution.
Define ,... ,Xn) = x-^i i = l,...,n. Then

for f i=l ,..*,n ,^j.S satisfy the hypothesis of lemma

3.6.4. Also by corollary 3.7.2 (T^,..,,T ) G Tt. Hence 
by lemma 3.6.4 it follows that (Tj^,...,T^) G %9 
for > 1 i = l,...,n.
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(ii) A second type of multivariate weibull distribution

was introduced by David and by Lee and Thompson (1974) and

has the form (T.,...,T ) where T. = min(UT; i S J),
x n r

,n\, P[Uj > x] = e“ xaj x >0 and the0 ^ J K^ ' X j • » i j J

Uj are independent.

We note that for a.. >_ UT are univariate IFRA and
3 - J’J WJ

hence by theorem 3.7.1 (ii) it follows that (T-, ,... ,1^) 6 %.

(C) Multivariate gamma disJxibutijDn :

Let XQ ?. ,.^Xn are independent random variables,

X. having standard gamma distribution with parameter Q.J J
j = 0,1,..,,m. We define Y. = X + X.J o 3

1 , a .. ,m«

Johnson and Kotz (1977) have shown that (Y,,...,Y ) has1' 7 m
multivariate gamma distribution given by

y
Yt >*"»Ym (yi m'

i xo° Y* (yj-xo)ej‘1] e <m'1)x°dx 

j-1 J o0

where yr - min (y^,... ,ym) . Since for 0j>. 1, X^ has univa­

riate IFRA distribution, it follows by theorem 3.7.1 (iv) 

that (Y-^,.. . ,Ym) G 7t.

(D) A Bivariate exponential distribution :

Johnson and Kotz (1977) give the following bivariate 

exponential distribution,

Let Uq,U^,U2 be independent standard normal variates.
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Then it has been claimedDefine X.. = U^+ 3 = 1,2.
that (X^?X2) has bivariate IFRA distribution. Also it 
has been claimed that this follows by a similar argument 
as for the multivariate gamma distribution given in (C). 
But we find that this argument is not correct, and 
the problem of determining whether (X-^Xg) is bivariate 
IFRA or not remains unsolved.
(E) Construction of__MIFRA distributions :

Suppose that(X1,...,X ) has a MIFRA distribution and 
let Y be any nonnegative random variable on the same prob­
ability space. In this section we investigate conditions 
un^er which (X^,...,X , Y) has also multivariate IFRA 
distribution.

Let G(y/xx,...,xn)= P[Y>y/X1=x1,...»Xn=xn] for 
x. > 0, i = l,.,.,n and y > 0. The random variable Y is 
said to be stochastically increasing in (X^,...,Xn) if 
G(y/x^,...,xn) is nondecreasing in xlt...,x . If

G(y/x,.... x ) is contineous in x^,...,x we say Y is
stochastically contineous in > • • • »X .

First we prove the following two lemmas.
3.7.5 Lemma :

Assume Y is stochastically increasing and contineous
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inX1,...,Xn. Then E[0(Y)/X1=x1,...»Xn=xn] is contineous 
nonnegative and nondecreasing in x^,...,x for every con­
tineous, nonnegative, nondecreasing and bounded function 0. 

Proof :

We note thatE[0(y)/X=x] - / 0(y) dG(y/x) and is 
nonnegative for every x G Rn since 0(y) is nonnegative.
Next, for 0(y) = CI(t ^(y) we have E[0(y)/x]=C ,G(t/x) 
where C > 0 is constant and by hypothesis, this is conti­

neous and nondecreasing in x^,...,x for all t > 0. (3.7.1,’

Now let 0 be any contineous, nondecreasing, nonnega­
tive and bounded function of y. Let
D,,. = [y : 0(y) > i2 k] i =* 1,2,... ,k< 2k; k = 1,2,...
ik

y-k k.2
Z In (y) , It follows from 
i=i lk

We define 0jc(y) = 2"
(3.7.1) that for all k, E[0,(Y)/X=x] is contineous and/,, n 0 
nondecreasing in x^,...,x . We observe that 0v(y)=2“k J
for 2”k i < 0(y) < 2"’k(i+l) ^ v 1 and hence as

k 0k(y)—»0(y) for all y. It is easy to see that
0k(y) is increasing in k and hence by monotone convergence 

theorem it follows that

I $k(y) dG(y/x)--- ■> S0{ y) dG(y/x) for all x 6 Rn.
i.e. E[0fc(y)/X=x]—^E[0(y)/X=x] for all x G Rn. By 

(3.7.2) now it follows that E[0(y)/X=x] is nondecreasing
m x.,... ,xn



To prove the continuity, we proceed as follows : 
Consider a sequence of points in Rn, x^CXxjc»• * • >xnlP 

which converges in x. Since y is stochastically conti- 
neous in x, it follows that G(y/x^)—f G(y/x) for every y. 
Now by using Helly-Bray theorem it fellows that 
/0(y)dG(y/xk)—*/0(y)dG(y/x). i.e. E[0(y)/X=xk]—>E[0(y)/X=x] 
for every sequence S Rn converging to x. Hence

"“iv

E[0(y)/X=x] is contineous in _x.

3,7,6 Lemma iZ. ’ 1 _ l/a
If G(y/ gx) < G (ay/x) 0 < a <_ 1 then for every 

nonnegative and nondecreasing 0,
E[ 0(y)/ h]< E1^ <f{y/«)/ x]

Proof :
For 0(y) = C. I(t,=»)(y) t > 0,

E[0(y)/ a x] = c. G(t/ i x)
< C. G ^“[at/x] by hypothesis 
= E1//a[0a(y/a)/x] ]since0(¥)=C.I(at(y)

(3.7,3)
Now let 0 be any nonnegative, nondecreasing function of •
Y. As in the proof of previous lemma, we construct the

_ _ksequence 0, = 2 Z In of simple, functions which increa- K i=l uik
ses to 0.
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We note
k.2

Let, us write 0k = E 0ik where 0ik - 2 ID> *
i—1 ik

that for each i, 0ik(y) > 0, /|0ik(y)|'^G(y/x)< *> and 

/ !0k(y) |a dG(y ' |x) < <*> for a G (0,1). Hence minkows.kly 

inequality is applicable which gives

[ /I0k(y)|a dG(y|x)]l/a > 'l [ /|0ik(y)|“ dGCylx)]1'®
.e. > kS2[E1/a[0“t(Y)/x ]] for all a 6(0,1)

... (3.7.4)

k

k i=l
and all x 0,

Also application ofi (3.7.3) on each 0^k gi]/es

E[0k(y) a

k.2k' ' 1K;k.2k1 / , „I E[0.,(v) | | x]< , £ E1/a[0“(y/a)|x] 
i=l 1K i=l 1K

...(3.7.5)

combining (3,7.5. )j^3»7.4) with 0k(y) replaced by ^(y/a)

we get Ef0, (y)1 - x] < E^^a[ 0?( ^ )|xj. Thus the K a “ “ K a
lemma holds for every 0^. Now letting k>°° on both 

sides and using monotone convergence theorem the result 
follows for the required function 0.

Making use of these two lemmas we prove the following

theorem.

3.7.7 TJaeprem :
Let X = (X^,...,X ) G % and let Y be stochastically 

increasing and contineous in X^,...,X and satisfy the in­
equality in the hypothesis of lemma 3.7.6. Then(X,Y) is 

MIFRA.
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Proof :
Let h(X,Y) be any contineous, nonnegative, nondecrea­

sing and bounded function. Then
E[ h(X,Y)J = // h(x,y) dG(y/x) dF(x)• Since h(x,y) is 

nonnegative and nondecreasing in y, it follows from lemma 
3.7.6 that
/ h( x ,y) dG(y/x) < [/ ha(x, dG( y/ax) J1/01 for all a G (0,1 ]

— (3.7.6)
Now since ha(x, is contineous, Aondecreasing, non- 

™ a
negative and bounded function of y, by appling lemma
3.7.5 it follows that

a v l/a
h*(x) = [/ha (x, dG(y/ax) ] is contineous, non­

negative and nondecreasing in x^,...,x . Consequently 
since X G %, taking expectation w.r.t. X on both sides of 
(3.7.6) we get

E h(x:»y) < E h*(X)
< E1/a[h*oc( ix)] since X G %
~~ a —
= [/ Cha( i x, ^) dG(y/x)] dF(x) ] l/a 

a a
= E1/* ha ( ±X, I)

If h is not bounded, we consider h^= h A N. For every N, 
h^ is bounded and satisfies inequality (3.6.2).
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Also h^ 'f h. Now using monotone convergence theorem it 

follows that (3.6.2) holds for h. Hence (X,Y) G n.
The following corollary is immidiate consequence 

of the above theorem.

3.7.8 Corollary :

Let T = (T^,...,T ) be a nonnegative random vector 

such that (i) is (univariate) IFRA and (ii) for 

K -- l,...,n-l. Tj is stochastically increasing and con- 

tineous in sand satisfies the inequality of 

lemma 3.7.6. Then T S n ,

Using above corollary we construct the following 

I FI iA random variable.

Let X be exponential with parameter )\j_ > 0 and set 

G (y/x) = exp (- h2 y) y < x

= exP [-( ^12^y + ^12 x^ y - x
where ^2’ Xl — *-*• Then (X?Y) is MIFRA with joint dist-

iribution _
fx,y^x?y^ = exp x “ y) y < x

y2-eM-(>2+ yJ “
12“ A1
Xi. exp[-( X12)x-(X2+XL2)y]

A12“ ^1
for y >. x.

l
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In the next section we try to modify the definition 
3.6.1 of MIFRA class.
3.8 A Modification of definition of MIFRA class :

In this section we will remove the continuity assum­
ption on h in the definition of MIFRA class. Other deri­
ved results lead to alternative charactorizations of 
MIFRA class.

First we introduce a few concepts necessary in the 
discussion.

A subset DcrRn is said to be an Upper set if whenever 

x G D and _> x, then jy G D. When D is open, it is called 
as an upper domain. A set of the form ^ > xj is
called as upper quadrant domain. A finite union, of upper 
quadrant demains is a fundamental upper domain.
3.-3.1 Remark ;

It is easy to observe that f = 1^ where D is an upper 
set iff f is binary increasing function, Furtheimore f is 
a left (right) contineous binary increasing function if 
and only if f = 1^ where D is an upper domain 
(closed upper set).

The following results allow us to remove continuity 
assumption on h.
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3.8.2 Lemma :
Let D be either an upper closed set or an upper domai- 

n in Rn. For T = (T^,...,Tn) multivariate IFRA,(3.6.2) 
holds for h = ID i.e. P[T S D] < P1^! 6 «D) 0 < a < 1.

Proof :
Let D be the closed upper set. For:k = 2,3,... con­

sider the sets =(
^v.ery point x = (x,,...,x ) G D - D° (D° is interior of D)

y, Yn Ynwe define the set D = /Y : 5- I .
* l X1 x2 xn I

We note that every point in D^-D belongs to one and
only one Dx for every k. We define

1- —)D. We observe that Dki D* For

hk (y) = 1 if I e D ,
= 0 if y e
= 3I[yn -(1- Xn] if 2 S Dxn(Dk-D).n K —

We observe that h^ 4, Ip.
1cWhen D is upper domain, we define D^= k=2,3,.

and note that D. Nqw for every point x=(x^...,xn)
6 D - D we define the set D as above. Where D is the

A

closure of set D.
Every point in D - belongs to one and only one 

D for every k.
A
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We define

hk(*) = 1 if y e Dk 
= 0 if y e dc

= if I 6 D n (° “ Dk) for some e D-D.nx**
* g

we observe that 'f Ip. Since in both the cases h^ are 

bounded contineous functions and since the inequality 
(3.6.2) holds for every h, , the result follows by monorone 
convergence theorem.
_3.J3.3 Lemma :
Let D be any Borel measurable upper set in Rn. Then if 

T = (T1,...,Tn) is multivariate IFRA?(3.6.2) holds for 
h = ID i.e. P[T G D] < p1/a[T 6 ccD] 0 < a < 1.

Proof :
Let D be any borel measurable upper set in Rn. For

k =r 2,., .. and positive integers X±9. a * 'V^ let

ak (ij_ 9 • • «' ?1n-l^ = inf ft: ( i 9“^\ -J- j ♦ • *}in-l2-k t) G C).

If lj =: 0:, set a^ (il i .) = « n 1 Vi/e set ^l»* 1 *

= [.x : X > (ix2“k t • • * ?in- l2 L> V xl»’* * »in-pjjif

( h2-k 9 •' * * *in~lQ — lC^ , ak(i 1»*•*fin-x)) G d and DkVii;' • •
= i V (h2'k p • • •

,i n2”k, 
' n-1 ' ak(ii f • * * ’VPL lf

(i 2“lc
1 9 • *1 ’jln-l2-k 9 ak(ii »* * *,xn-l )) $ D.



Let
Dk= _ ij _ Dk(i1,...,in-1). Clearly

1 < ix,. • •»in.l<k;2k
each Dk is closed upper domain and Dk 'f' D. Hence for 
given S > 0, there exists a k such that 
P[T 6 D] - e < P[T Q Dk] < p1/a(T QaDk) < P1/a(T G aD). 

Here the second inequality follows by lemma 3.8.2 and the 
third inequality follows since aDkc aD. Now by letting 
6 J, 0 we get the desired result.
3.8.4 Remark :

It should be noted that lemma 3.8.2 gives that if 
(3.6.2) holds for contineous nonnegative nondecreasing 
function? ,then it also holds for binary nondecreasing 
right and left contineous functions. Similarly the proof 
of lemma 3.8.3 shows that If (3.6.2) holds for nondecrea­
sing binary right contineous (or left contineous) then 
it holds for binary nondecreasing borel measurable functi­
ons. It only remains to show that if(3.6.2) holds for 
binary nondecreasing Borel measurable functions, then it 
holds for arbitrary nondecreasing Borel measurable func­
tions. This is contained in our next result.
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3,£;,5 Theorem i

The random vector T = (T^,...,T ) is MIFRA (i.e. 

belongs to it) iff (3.6.2) is valid for all Borel measu­

rable nonnegative nondecreasing functions h.

Proof :

The if part of the theorem is trivial. To prove 

the 'only if' part we proceed as follows i

Let h be any Borel measurable nonnegative nondecrea- 

sing function. As in the proof of lemma 3.7.5 we con­

struct a sequence of functions

k .2
£ I-.
i=l ik

i =1 k-i- J~ f • • • f rv •
*k 1,2,..., where

Dik “= ^ : h(x) > i2“kj . We observe that h^ /f' h.

Further since h is an increasing function, it follows 

that for every i and k, is upper set and hence by

lemma 3.8.3 every 1^ satisfies (3.6.2). Hence
uik

k.2*
Eh. (X) = E £ 2“KIn (X) < 2_IV £

K i=l uik “ i=l

k 2K /k nl/a.
‘ocDik

(x)
, 1 /a k. 2lc . /

< 2”k E *[ £ IaDcxJa < E1/a[h“ (X/a)] .
i=l auik

Here second inequality follows by using minkovaskey 

inequality.
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Thus h^ satisfies (3.6.2) for every lc. Now since h,
by using monotone convergence theorem it follows that h 
satisfies (3.6.2). Hence the theorem.

The next theorem gives a charactorization of MIFRA 
in terms of idicator functions of fundamental upper do­
mains. The condition F(o) - 1 is assumed here only beca­
use we restrict ourselves to fundamental upper domains of 
RV:‘V = : x, > 0 for all ij . If we use fundamental

mupper domains of R instead, no such condition is
necessary
3. _S . 6 T h e o r e m s

Assume F/ \ =1. Then T {g) -

only if inequality (3.6.2) is 
function of every fundamental 
Proof o

= (T1,...,Tn) 6 % if and 
valid for the indicator 
upper domain in R

The necessity of the condition follows from lemma 
3.8.2. Thus we need only prove the sufficiency. Let 
DcRn be any upper domain. For k = 1,2,... and any 
positive integers ig>•••>in_q let
ak(i-,,... ,in_^)= inf .^t;(i12"k,... ,in_12"k,t) G Dj. If 

£ j - 0 we set a^ ( i-^,... , in„^) = 00 . We define 
M1!’... »in„1) = [.n= k»akUi, • • * ^n-i))}
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and put D,K X ^ y • o » , in 1c * 2
k Dk^xi»•*•’Xn-P'

Clearly is a fundamental upper domain being a finite
union of upper quadrant domains. By hypothesis, (3.6,2;
is true for In and far every k. Also it is easy to 

k
varify that anc^ "^u? from monotone convergence then
ren it follows that P1//g(T e aD) > P[T G D] for 0<a<l. 
From remark 3.8.4 it follows that the result follows for: 
all Borel measurable nonnegative nondecreasing function'

(Q)
n *restricted to R But since = 1 we may remove

condition so that is ?'TFRA.
Our next theorems,0 7is an application of theorem 

3.8.6.
3.8.7 Theorem :

Let (T,,...,T ) be a .nonnegative random vector suchJL 11
that for every choice of nonnegative a^ we have .
min (a.T.)is exponential. Then (T,,...,T ) is multiva- ^ x x x n
riate IFRA'
Proof :

Let a. . be nonnegative constants and let us define 
T. . = a. .T . (1 < i < k, 1 < j < n), LetX J X J J
0 0 Sc £(i.j) s 1 < i < k, 1 < j < nj , letting
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we can see thatsj = [i : n,j) S sj
min T.. = min ( min a..) T. = min a! T. wheres ^ j 1 e Sj « J j J 3
a! = min a. . and by assumption, this is exponentially 
3 i g S. 1J

distributed, and hence the collection of random varia­
bles : 1 < i < k, i < j < nj has exponential

minimums„ Using the application 5.3 of corollary 4.3 
from Esary and Marshall ( 1974 ) it follows that any coh­
erent life function of these random variables has a uni­
variate IFRA distribution 1' .. (3.8.1)

Now in order to prove T 6 % using theorem 3.8.6 it 
is enough to prove that inequality (3.6.2) is valid for 
indicator functions of every fundamental upper domain in 
Rn4 i.e, for every fundamental upper domain D,
P[T G D] < pyatT G o;D].

n+Let D be any fundamental upper domain in R . Let 
D be the union of k upper quadrant domains i=l,...,k 
where no is subset of the other. It can be easily seen
that D. has the form D. =/x : x > y.l where Y. =i .-I
(a^^ x».**>ain for some constants a^j i=l,...,k ;
j = l,...,n with a^ = 1 and x > 0. Now Ij-j(t) = 1 if
and if t _> Yj > or i >, Yg or ••• or 1 2. t and zero
otherwise.
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That is , ID(t) = 1 if and only if
t t1 \ n sor —> x,... ,  --- > x or ... or

a2l a2n

zero otherwise. That is
k n

In(t) = 1 if an only if max min 
u i=l j=l

11t
x,.akl

--2->x
.In
n
\n

■>x and

x. Thus

P[T S D] = P[ l_=l]= P[X > xj = Fv (x) where 
k n T.

X = max min . Similarly it is easy to see that
i=l 3=1 ij

P[ T S aD] = P[laD=l] = Fx Now since by (3.8.1)

X is (univariate) IFRA, it follows that . .

_l/a
Fx(:x) < Fx(ajc).' for all a 6 (0,lj. Hence the theorem. 

3.8.8 Remark :

From the arguments in theorem 3.8.7 it becomes clear

that T = (T.,..-.,T ) is MIFRA if the functions g(T) of 
x n k n T,

the form g(l) = max min --*• g<_a. .< <» i=l,...,k
i=l j=l aij ^ j=l,...,n

... (3.8.2)

have univariate IFRA distribution!][since this implies 

that indicator functions of every fundamental upper 

domain satisfy (3.6.2)Jconversly, let (T^,...,T ) G n,
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and f(T) = h(g(T)) be any nonnegative, nondecreasing 
function of g(T). .Note that f = ;h?g is-a nonnegative, 
nondecreasing function of T and hence we have by (3.6,2)
E h [g(T) ] = E f(T) < E1^ fa( i T)

• = E1^a[ h“[g( i T)] ] = E1/“[ h“[ i g(T)]]

and hence by (3.6.1) g(T) has univariate IFRA distribution. 
Thus we can state the following remark :

1 X = (Ti,...,7 ) S n if and only if every 
function g(T) of the form (3.8.2) ha& an univariate 
IFRA distribution'.
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