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CHAPTERS-II

ON THE PROBABILITY DENSITIES INVOLVING
THE HYPERGEGMETRIC FUNCIION AND THE
H ~ FUNCTION ~

2.1 In this chapter, we have considered, the general family

of probability distributions introduced by Mathai and Saxena [22].
The.object of this:chapter is to investigate the probability '
distribution of the sum of two independent stochastic variables
utilizing ﬁimilar types of probability deﬁsity functions, To .
ootain this probability density function we have used the

technique of convolution theorem in Laplace transforms.

We also presert here a new probability density function
‘of the sum of two independent random variables in that, whereas
the rectangular or uniform pdf has been .assumed for the random
variable X, new pdf have been introduced for the random variable

Xl and the pdf of X, + X2 has been obtained.

1
2,2 The Distribution of the Sum of Two Independent Variables :

We consider here the probability distribution of the sum
of two independent stochastic variableg having the pdfs belonging
to the same class of density functions as p(x) in (1.4.1), Let
X, and X, be two independent stochastic variables with pdfs
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(2.2.1) p.( °3-1 %
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for uj b) 0

= O othexwise
t . . - ¢./d. . -~ c./d, 0
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. d,
(2.2.2) k.. = 5%

with ‘j =1, 2,

Then the pdf of the sum Xy + X, is given by the convolution

. X
(2,2.3) q{x) = fpl(x-uz)pz(uz)duz, xy O
)
= 0 otherwise,

Taking Laplace transforms of both the sides of (2.2.3) and
using (1.3.6} we get

(2,2.4) £fa(x)] = &{p(x)] €] py{x)] .

Writing Pl(x) and p2(x) from (2,2.1) in terms of hyper-
geomatric series, takimg Laplace transforms and using (1.3.4),
equation (2.,2.4) becomes

o (a;) (8)

(2.2.5) 219 (x)} =k k, wzo --;;(Yl);~=”r’(vdl+cl)(-al)”
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By taking inverse Laplace transform for (2.2.5) we get that

d,
- 1
rtopmt @ (), (By), (-ayx %)

(2.2.6) q(x) = k k,x r (vd, +c,)
172 v=e () d 1 vaire
X go (a2)n(p2)n f'-‘azx 2) P (02_+nd2)
n=o ('Y2)n n: - (vdl+nd2+(cl-l'-c2)

Now using Gauss multiplicaticn theorem [34,p.26], (2,2,6) takes

the form
- (o] + -1 =~ B . d
(2.2.7) a(x) = kyx L2 DRIl 2t By L”
12 () (B,) »=o (1) 1
@, r o) w=o wi(Yy),
dl cl+j-l w M (a +n)[’(32+n)P(c2+d2n)
X _TT ("'d ) b+
j=1 1 2 n=c [~(y +n)f’(c +c otd,n)
d +Cc,+]-
i ( .__2._.. + = 2 ny (-a xdz)n
j=1 1 2
X _.__......-..-. ST w8 S g mr e — e ———— .
+'yd +J-l d n!
1l _2
Trlf‘( Tt T,

Summing ‘the inner series in (2.2,7) with the help of (1.2.4)

we have



23

CrtemlM(¥o) M (ey) "0 Lay) (By), dy v
(2.2.8) q(x) = k,k,x T 2 ..--“.“__ T 1

12 qraz) Ba) w=o (v, ) SV (e ) .
d; :

- (cl""J"'l) Hl d+3
=1 9 7, dl+2,dl+3

ax 2 | (1-ay 1),(1-8, 1),(1-c)"dy); §o(d) L-c;=o ),d
(0,1),(1-15,1) 1 (1-61-0, dp) {8 ,1-0 )¢, “”"1’,31"

-

for x>0

qg(x) = O otherwise,

with Cis c2)»0 and c; + c2, 1. k1 and kz-are as given in

(2.2.2).

2,3 In this section we consider another general class of
probability distributions and study the probability law of the
sum of two independent stochastic variables following this

probability law,

Let the random {or stochastic) variables Xl and x2 be
governed by the probability density function introduced by
Mathai and Saxena [23] wviz.*

» . 5/7 o——l
(2.3.1) £(x) = 0 gapx U
,n =
X Hp'q le X? (ap’ab)J for x % o
va b,
) .( q Bq)

0 o:therwise
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for i = 1,2 respectively where 8, Y, 071y 075 ) 0.

¢(0'i)= l-.B ESMO andz(ﬁ) is given by

Z(wl/j
n
. IT M (b,+B. '&,)‘ T (l-a,~a.= )
(2.3.2) Y (&) = 3= =l 3
T ™(1-b -8 ) T Magta,E ) |
j=m+l j=n+l1

Since X, and X.2 are mutually independent the probability
density for X.l + X.2 will be given by the convolution

X

» (2.3.3) h(x) f.l(x-v)fz(v)dv, x>0

é
= 0

otherwise

Taking Laplace transforms of both the sides in (2.3,3) and using

convolution theorem we get that
(2.3.4) £{h(x)] = £3f,(x)} £{£,(x)}

After substituting for f,(x) and £,(x) in (2.3.4) from
(2.3,1) and replacing the two Hg:g[.] functions by contour
integrals as given by (1.1.1), taking inverse Laplace transform
and by writing the resulting ddﬁble contour integral in symbolié

form, (2.3.4) becomes

-1
(2.3.5) h(x) = e 172/ Blor B ix T 2
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ond

for x> O

= 0O otherwise

in which H[.] represents.Fox's. H-function of two variables

defined by Munot and Kalla [31] as given in (1.2.5).

The result (2,3,5) will be true. subject to the conditions
. | .

i
L]

(2.3.6) ©, r, T ys T5 > 0 o, + r ain Re (h_}/Bj) v 0

_ P q
for =1, eea,m; as !.‘aj- T B'j $0;

=1 j=1
r L q where
|arg (ox™) | 4205.75 re
n m P
a' = Ta;, + T B~ Daj~ TB: » O,
: j=1 Y j=1 4 j=n+ j=mtl

2.4 Case where X2, is characterized by the Recténgular or
Uniform pdf

Fcllowing the idea given by Dwass [11]. Let us consider

two independent random variables X; and X2 which have their

pdfs as follows :
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The pdf of Xl = f(x) for o< xga

O otherwise,

the pdf of}(2 = ylx) for ogxga

= 0 otherwise.

f(x) and g(x) are assumed nor -negetive and such that

a a
if(x)dx = j g(x)dx =1 ,
) o
Then it can be seen that the pdf of Xl + X, is given by
’ - X
(2.4.1) h(x) = f f(v)g(x~v)dv, N&Xg a
o
a .
= j f(v)g(x=-v)dv , ag¢xg?2a
X=a

= O otherwise,

Cons:i_.der now the case in which the random variable X2 is

characterized by the rectangular or uniform pdf given by

g(x) = 1/a, o&xga (ayvo)

= O otherwise

and X; is characterized by the pdf f(x) as defined below,
The pdf h(x) for X; + X,, obtained by using (2.4.1) has been
noted below, The parameters involved are supposed to be so
chosen that the pdf is always none-negative.

result in [4] it can be readily verified that




" h(x)
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g 2a
};f(x)dx =1 and h(x)dx =1 .

[)

Take (a A )
=9l myn [, %D ]
f(x) =a x, | Hn.q L l(bq,Bq),

= 0O otherwise .

Then .
.m,n+l (1-%,1),. (a_,A))
= AxQHp'l'l,q“'lE( l (bquq)l (“gtlg .]! cgxsa
Q m,n+l _al(l'e’l)’ (ap'Ap) ]
=Afa Hp+l,q+l ('bquq) » (-¢,1)
] ]
(1"‘Q‘ l): (a‘ :A )
m,n+l - i P E
(xea) pay oy [ O g8 (-q,1) ]}
"0g x£ 2a
= O otherwise
where
Q-1 m,n+1 [ -a ’(l—?’l)' (ap’Ap)]
A= a Hp+l,q+l (bq:Bq)s (" gsl) .



