
ON THE PROBABILITY DENSITIES INVOLVING 
THE HYPERGECMETRIC FUNCTION AND THE 

H - FUNCTION
I 1 *

2.1 In this chapter, we have considered, the general family
of probability distributions introduced by Mathai and Saxena [22],
The object of this'chapter is to investigate the probability

«
distribution of the sum of two independent stochastic variables 
utilizing similar types of probability density functions. To .

i •

ootain this probability density function we have used the 
technique of convolution theorem in Laplace transforms..

We also present here a new probability density function 
* of the sum of two independent random variables in that, whereas 
the rectangular or uniform pdf has been .assumed for the random 
variable X2 new pdf have been introduced for the random variable 
X^ and the pdf of X^ + X2 has been obtained.

2.2 The Distribution of the Sum of Two Independent Variables :

We consider here the probability distribution of the sum 
of two independent stochastic variables having the pdfs belonging 
to the same class of density functions as p(x) in (1.4.1). Let 
X^ and X2 be two independent stochastic variables with pdfs



(2.2.1)

2'1

pj(uj> 3 vTWv *y V - aA" }
for u. ^ 0

= 0 otherwise

with c. > O, a. - c./d.y 0, 0. - c./d.> O ,
•J J J J J J J

Yj ^ O, - 1, - 2, ... and
> , (aJP(SJr-'(1Ti-c1/di)(2.2.2) k.. = 3 3 ‘ 3 3 J J J-

P (Cj/d^rtTj) P(Oj-Cj/dj) r (Pj-Cj/dj) 

with '1=1,2.

Then the pdf of the sum + x2 is given by the convolution
t

x
(2.2.3) q{x) = J P1(x-u25P2^U2^dU2’ x > 0

o
= O otherwise.

Taking Laplace transforms of both the sides of (2.2.3) and 
using (1.3.6) we -get

(2.2.4) £{q(x)j s £ {P^*)] £{ P2(x) J .

' Writing p^(x) and p2(x) from (2.2.1) in1 terms of hyper- 
geometric series, taking Laplace transforms and using (1.3.4), 
equation (2.2.4) becomes

(2.2.5) £{1 (*)j = 'k,k2 £

/
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oo (a0) (P0) _
X S n*Tv2'l~2jlr(nd2+C2)(-a2) X 

n=o n'(^2'n * *

s vdj+nd2+c ^+c2

By taking inverse Laplace transform for (2.2.5) we get that
i » '

d, v
c-H-c^-l oo (a,) (p.) (_,= x -M(2,2.6) q(x) = k,k2x 12 E —LH.—kJL 1 ' P(vd,+c,)

^ *i~ri /\ .. v JL J.
v=0 vl

x “ (g2)n(P2)n (~a2x ) r (c2-Hid2)
n=o ^Vn nJ (vd1+nd2+(c1+c2)

Now using Gauss multiplication theorem [34,p.26J, (2.2.6) takes 

the form

Ct+c^-I n(y ) nfc ) oo (a,) (p.) ‘ d v (2.2.7) q(x) = k^x 1 2 LilsLCifiL S 7 r (_aix V
(a2) P(P2) v-o vl (Y^

1 c.+j—1 oo p (a2+n)p(P9+n)lp*(c9+d«n)
Tr (-i,----- ) e * * z ^x .Ai d3=1 1 v n=c p (Y2+n) f*7 (c j+c2+d2n)

d-i ci+c.+j-l d2 ^
J5¥,("^r" + a?n) (-a2x 2>

di c ■, Tc 2+y d j+"j -1 ^ ~
IT
j=l

V( !£ + ^n)

Summing the inner series in (2.2,7) with the help of (1.2.4) 

we have

J
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(2.2.8) q(x) = k^kgXci+c2"1 n(Vn(c ‘To^) 0

V

for x> 0
q(x) =0 otherwise,

with c^, c2>0 and + c2> 1. k^ and k2- are as given in
(2.2.2).

2.3 In this section we consider another general class of 
probability distributions and study the probability law of the 
sum of two independent stochastic variables following this 
probability law.

Let the random (or stochastic) variables X^ and X2 be
governed by the probability density function introduced by 
Mathai and Saxena [23] viz. 1'

x
q q

for x > o

0 otherwise
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for i = 1,2 respectively where 0, Y, 0"lf cr*2 y 0 .

e>0 and#(3i) is given by
#5 (cr^/Bj

(2.3.2) £(^)

msr<bwp
TT r(l-b.-P.F)

j=m+l T J

n
TTr(l-a.-a.* ) 

j-l J JS

TT r(a.+a.F) 
j-n+1 T T*

Since X^ and X2 are mutually independent the probability 

density for X^ + X2 will be given by the convolution 
x

«r

4-(2.3.3) h(x) = | f1(x-v)f2(v)dv, x>0
* o

= 0 otherwise

Taking Laplace transforms of both the sides in (2.3.3) and using 

convolution theorem we get that

(2.3.4) £{h(x)} = £^fx(x)} £{f2(x)} .

After substituting for fj,(x) and f2(x) in (2.3.4) from 

(2.3.1) and replacing the two functions by contour

integrals as given by (1.1.1), taking inverse Laplace transform 

and by writing the resulting double contour integral in symbolic 

form, (2.3.4) becomes

9 (cr ,+cf 0)/t . cr.-HT^-l
(2.3.5) h(x) = r^Q x z 0((T 1)0(<r2)x x *
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1

; (<rl+<r2’ r)
0xr

x H “n+l,m 
p-n, q-m J (l-<rlfr), (apfap) ; (bq>0q) .

"n+1m -j 
p-n, q-m I (l-tr2tr), (ap,ap) ; (bq.0q)

exr ■1

for x > 0
= 0 otherwise

i

in which H[,] represents.Fox’s- H-function of two variables 
defined by Munot add Kalla [31] as given in (1.2.5).i

The result (2,3.5) will be true- subject to the conditions

(2.3.6) 0, r» cr cr 2 ^ 0 » ^ r sun As 0

for j = 1, ... , m ; a = S a, - S 0'. L 0 ;j=l J j=l J
|arg (Qxr) | 4 |

n m p qa' = S a, + SP, - S aj - E0, > 0 .j=l J j=l J j=n+l j=*nw-l

2.4 Case where, X2, is characterized by the Rectangular or 
Uniform pdf ;

Following the idea given by Owass [11]. Let us consider 
two independent random variables X^ and X2 which have their 
pdfs as follows :
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The pdf of Xx = f(x) for oix^a

= O otherwise,

the pdf of X2 = gfx) for o^x^a

= 0 otherwise.
*

f(x) and g(x) are assumed nor-negrtive and such that 

a| f(x)dx =

O o
Then it can be seen that the pdf of Xx + X2 is given by 

* * x
(2.4.1) h(x) = J f (v)g(x-v)dv, n^x^a

o
a

\ ,
= j f(v)g(x-v)dv , a^x^,2a

x-a
= O otherwise.

J g(x)dx = 1 .

Consider now the case in which the random variable X2 is 
characterized by the rectangular or uniform pdf .given by

g(x) = 1/a , o^x^a (a> o)

ss 0 otherwise

and X^ is characterized by the pdf f(x) as defined below. 

The pdf h(x) for X^ + X2» obtained by using (2.4.1) has been 
noted below. The parameters involved are supposed to be so 
chosen that the pdf is always non-negative. From 
result in [4] it can be readily verified that
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]■
^f(x)dx = 1 and

2a

/ h(x)dx = 1 .

' -9..%-! m.n fx |‘,VV
f(x) = a jc. . HD>q [ l(bq,Bq)

U-o,lMa„,Ajl
a * (b

i , ■ J«J-/ > {. . ,*‘-L P P I o ^x4ax 1 I H ’iqfi[ ' (b„,Bj,(-o,ll J '
m',n+l

\ , p+X i q q
= O otherwise ,

Then . 

h(x)
o.m,n+l f* | U-^,1),. (an,A )*]= Ax\+l,qU£ I (b ,B ), <-^,1? J, °ixia

^ m,n+l 
A f a Hp+l,qH

(a„,A„)
’q'Bq)

,(1-?,1), ta^.A,,)
'q-Bq>

r (ap,Ap) I[al(.b b ), (-9.D J

o m,n+l
(x-a) Hp+1|q+1

= 0 otherwise

(1**^,1) i (a *A )' 
fx—P P>(yq). <-m)

x^2a

where
:?-l m.n+1 r , (X-^,1), (ap»Ap)-j

/ Hn+1. rrf-11 I £b ,B ) , (- s?,l) JA = a p+1, q4-l q* q'


