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1.1 Introduction:

Many problems of Fhysics, Engineering, Social sciences lead to
the solution of an eidgenvalue problem. Therefore the solution of
such problem has wide applications in meny branches of science.

Computation of eigenvalues and eigenvectors is one of the most
important problem in numerical analysis. The computation of eigen
values is nothing but the computation of zeros of & polyncmial,
called the charactaristic polynomial of a matrix.

The determination of the eigenvector is the problem of solving a
set of homogeneous linear simultaneocus equations.

The Standard eigenvalue problem is the determination of the

nontrivial solutions of Ax = 2x. While solving this problem, we
o idee e IR e s problion of Lransfovmalion of a given malrix
into cortain desired Torm oe diagonsl, Lridisgonsl et ¥y
Phode, we have Lo use mabeis Leansformabions.,

Before describing the eigenvalue problem in detsil, bhere
we describe nobtations used and give some preliminary definations,

snd some rvelated theroms.



1.2  NOTATIONS & DEFINITIONS:

Definition 1 : Matrices will be denoted by capital letters. A
matrix A, referred to as being m¥n mwatrix, will have m rows and n
columng, with the (i, i)' element aj 3 f(a;; may be real or

complex) for 1 = 1,2,3,...m, and J = 1,2 ,3,....n.

Definition 2 : If the number of rows and columms of a matrix A is

same then A is said to be a square matrix. The determinant of a

square matrix A is denoted by del(A).

Definition 3 : If det(A) = 0, A is said to be singular, otherwise

it is nonsingular.

Definition 4 : The identity matrix is denoted by I.

1= €33 where éij = 0 if i # J

1if 1 =3

Defipition 5 : An nXn matrix A is said to be disgonal,

if aj; = 0 whenever 1 # j,

Refipition 8 - If the (i, j)th element is zero for all i, J such

that {i-3} >1, then the matrix A is =aid to be a tridiasgonal

matrix.

Definition 7 : The transpose of a matrix A, is the matirx with

(i, 3)th element equal to &34, and is denoted by AT.



Definition 8 : The complex conjugate of a metrix A, ig the matrix
with (i,J)th element equal to &7; , (‘&ij denotes the comlpex

conjugate of a3 3 } which is denoted by E.
Definition 9 : The conjugate transpose of a matrix A is denoted

by A¥ which is the matrix with (i, 3) th element = a;:
v Ji

Definition 10 : Trace of a square matrix is the sum of all the

diagonal elements 1.e, tr.{(A) = Z aj ;-

Definition 11 : Inverse of a mabrix is denoted by A”l, and it is
& matrix'such that A 5”12 A“la = 1. .

)

Definitieon 12 @ A matrix with large number of zero elements is
s5aid to be a sparse matrix, If there are few zero elements, the
matrix is said to be dense,

1.3 Special Matrices -

Here we introduce some special matrices over the field of
complex number whose elements are

interrelated . These are as follows
(1) Symmetric : A = AT,

(2) Skew-symmetric : A = —AT,

(3) Hermitian . A = A%,

(4) Orthogonal : A AT = ATA = 1.



(5) Unitary : A¥A = A A% 1.
(6) Normal : A*a = A A¥
(7) Positive Definite : x¥AX > 0 for all non null X
(8) Positive semidefinite : X*AX 2 O for all X
x*AX = 0 for some non null X.

(9) non-negative definite : X*AX 2 O for all X.

The basic problem with which we shall be concerned is the
determination of the values of 2 for which the n homogenous linear

eguations in n unknowns
Ax = 2X

have a nontrivial solution. In order to have a nontrivial

solution we require '
det(A - »I) = 0

which 1s & polynomial equation of dedgree n in 2. The n roots of
this equation are called the eidenvalues of A. These values may
or yagy not be distinct. Also they may be real or complex.
Corresponding to each value of 2 satisfying the above polynomial
equation there is a nontrivial vector x which is called as an

eigenvector of A corresponding to that eigenvalue.



An nxn matrix B is said to be similar to an n¥n matrix A if there

exists a non singular matrix S such that

B = S—IA S or

B=s5a 51

The transformsastion of A into B is called the similarity

transformation.

1.8 Inner product Space:

Let ¥ be a vector space over the field of real or couplex
numbers. A mapping denoted by <f,g>, defined on X ¥ X into the
underlying field is called an inner product of any twoe elements f

and g of X if the following conditions are satisfied.

(1) <ef,g> = c<f,g> for c = F; f,g = X.
{ii) «f+g,h> = <f,h> +<g,h> for f,g,.h = X.
(111) <f,g» = <&, I> {The bar indicates the complex conjugate

masber).

{iv) <f,f> >0 for £ = O

1f the inner product <f,g> is defined for every pair of elements
<f,g> = X % ¥, then the vector space X together with the inner

product <f,g> is called an inner product space.

An inner product, space will be called finite dimensional 1f the

uncerlying vector space is finite dimensional.



A finite dimensional inner product space over the field of
complex numbers is called a Unitary space.

1.7 Hilbert space : An inner product space X is called a Hilbert

space i1f the normed space induced by the-inner product is a

complete normed space,

1.8 _Some related Theorems

\

Theore (13 : The eigenvalues of A and AT are the same.

Proof: Let 2 and » be the eidenvalues of A and AT respectively.

Then
(A - 2101 =0 = | (AT- nIyy
= | (AT- w1y Ty
= 1 (A - nI)l

hence the theorem.

Teorem (2) : All the eidenvalues of a Hermitian matrix A are real

Proof : Let 2 be the eigenvalues of an n¥Xn matrix A, Then,
(Ax, %) = (2%, X)

= 2%, X)

(Ax, %) = (x, AYx)
= (x, Ax)
= (X, %)
=2 (%, x)
since (X, X} > 0O, 2 = 2,

Hence the theorem.



Note : A real symmetric matrix is a particular case of the

Hermitian matrix, therefore all its eigenvalues are real.

Theorem (3) @ If A is nonsigular then the eidenvalues of A“l are
the reciprocals of the eigenvalues of A and the eidenvectors of A
are the same as the eigenvectors of inverse of A.

Proof : If 2 and X are eigenvalues and eigenvectors of A then
Ax = ax

or
x = 2 A™} x

oY
1/% x = A~1 x

Hence the theorem.

Theorem (4) @ If an n¥n matirx A is real symmetric, then there

exists a real orthogonal matrix 5 such that

57l Aas =D

where D is a diagonal matrix.




