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CHAPTER- III 49
MULTISTEP METHODS :

3.1 INTRODUCTION :
For solving differential equation if the value of y(t>

at t = t uses the values of dependent variable and it's 
)**■

derivative at more than one grid or mesh points, then the 
numerical methods are called multistep methods.

consider the first order differential equation

y' - f(t,y),y(t > ■ y , t « Ct bl.. ..(3.1)o o o

Set the general multistep or P-step method for the solution 
of (3.1) as

c y +c y +
* J * J-4

. . .+ c y. p 3-P+* bflCt .t. , .--,t ,
J ♦ * J 3-p+t

y*. ; h)
j-p«* * ' (3.2)

Where h is constant stepsize and c^c^, ...,c^are real given 
constants. Also Me knoe the approximate values of y and y' at 
the points t. = t + ih, i « 0,1,2, ,. . .. j .

v O

If g is independent of y' , then the general multistep 
method is called an explicit, open or predictor method other— 
wise an implicit, closed or corrector method.

The truncation or discretization error of the method (3.2) 
at t = t. is given by
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T(y(t).h> = y (t )-cy(t) ...-cy(t )

J j+i i j p j-p+i

-hg (t ,t ---- t ,y'(t ),...y'(t >) (3.3)i j-p+i }** 3-p+t J

If P is the largest integer such that

h_1T(y(t.) ,h> I - o(hp>,

then p is said to be the order of the general aultistep
aethod.

He will discuss the general linear aultistep aethod of<3.2> 
which is given by

/ m c y + c y +
)*i i j 2' j — t

+h(b y* +b y*. +Ojfi g J

+c yk7 j-kt-4

+b y' > kyj-k*gy (3.4)

The constants c's & b’s are real and known, where»■ j
y ,y f....y, are obtained by using singlestep methodsi 2 k-i

to start the Eq.(3.4).

3.2 EXPLICIT MULTISTEP METHODS s
Consider, the integration of differential Eq. 

y' = f(t.y) between the limits t. . and t. ,*T j-k j*t

we get
t.

y(t ) = y(t )+ / f(t,y)dt )♦* i-k
j-k

(3.5)
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For integration, consider a polynomial obtained by interpo
lating f(t,y> at n points t.,t ....... , t . For this.’ 7 j J-l ’ j-rt+t

we will use Newton Backward difference formula of degree k-1.
If f(t,y) has n continuous derivatives, then we have 

from integration formula.

P <t>TV-1 f + (t-t.) 
i i W

< t-t > c t-t >
j________j-*2!

V*f

h
2
*

(t-t.) (t“t, )i i-i<n_t>, <t-t j-n+* J

hn~ i

(t-t.) (t-t. )_____ J_______J ~ * ( t—t . ) _j(n>____ j-n*« T f({) (3.6)

Where nth derivative of f at some ? in an interval,

t e ( t ,tj is f<n>(?)

t-t
Using x *—^.=*- in (3.6), we have

P (t+hx)n-i j f + xVf. 
J J

X(X+1) -ft,
~T\----

x (x+1). . . (x+n-2)
(n—1)• ^f

X ( x+l )....(x+n—1 ) ,n --------—-------------  h f (<>



(3.7)= E <-i >m C x) Vmf +(-l )n(~X) hn-f<n!(( )v nr j v nm=0

. —x x , . vm x(x+1)....(x+m-1)where C ) - < -1) --------- :---------m ' m!

Substituting (3.7) into (3.5) and putting dt = h dx.

t Vk t

X -k 1

LT>“ 1E (—1 > "*( * ) Vm-F
_o m j

+(-!)" ( * )hnf‘k>(?)J dx
n

, . , , <k> _»n _ . _<k>y(t ) + h E a Vf+Ej-k <m> j nmsO
(3.8)

. (k> .1 , . , m , ~X ,where a *= / (-1) ( ) dx.m -k in (3.9)

_<k> , n+1 „l . .n . — X . .= h /k(~l) ( n ) -f (?) dx.

<k>1+ we neglect the remainder term E •from(3.8), then we have

y — y + h E a<k> V”1 ■f 
j+i j-k „ jm= o

(3.10)
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< k> . , . m —x ,a = / (-1) ( ) dxm -k (H

( k >Let us calculate a -for m •= 0,1,2,3,4,

Putting m = 0 in Eq.(3.9), we have

<k> -1 .a = / dx c -k 1 * k

For m= 1

a<k>*= /4 <-l ) (-x) dx
l -k

4- (1-k2)

For m = 2.

For m = 3,

< k> .1 , . . 2-“X- .a =/ <-l> ( dx
Z —1C -t-

1 —X (—X—1) ,= / ---- -----  dx-k .£

■p^ (5-3kZ+2ka)

<k> .1 . , .3,—X - .a = / (-1 ) C ) dxs -k x 3

_ A , , 4/ ,,3 x C x+1)(x+2)= / < —1 > < —1) -------------  dx-k 3!

~ (3-k ) (3+k—k2+k3).

For m = 4

<k> .1 x<x+1)(x+2)<x+3)-------- 4!---------  d*
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i
720"

j^251-90kZ+l 10k3—45k4+6k•] (3.11)

From the Eq.(3.8),we calculate n values and thus Me can 
find explicit multistep methods of order n. Here the trunca 
tion error is of the form ch , where c is indepedent of h. 
Let us obtain some different formula giving values for k.

■t
3.2.1 ADAMS-BASHFORTH FORMULA (k=0).

Using the coefficients ot<0>f rom(3.11 > into (3.10),
TP

we get,
F rom (3.11)

<o> _ <o> 1 <o>°c = = — * a2 5
12

<o>aa
3
8 ’

<o> _ 251
a* 720 *

( n- 1 >_ < 0>_m ,h T a V f m jm=0

— y +hj
]'

The error term associated with truncation after (n-l)th V is

E<o> _ h^i (-i)n( x) f*"^?) dx 
n o v n'

<n>,Since the coefficient of f (?) unchanged it's sign in
(0,1) ,thus we can write



Taking n=3, we have third order Adams-Bashforth method as

j+i
y+h[ f +i ?fV2*.]

j L j 2 j 12 jJ j > 2

=y + h If +-4- C-ff [f-2f +f 1
J L j 2 v j j-ty 12 1 j J-1 i~2

=y + _£=- [23-f -16f +5f ]...
J 12 [ j J-* j-2j (3.12)

To solve the differential Eq.

We require the values of yQ,y4>V2-
obtained by using the singlestep method of 

The error is given by
.<o> ctV h* f " * (? )

h4f ' ' ' (? ) .

.These values are 

order 3.

3.2.2 NYSTRYON FORMULAS (k « 1)

<i> _ <i> _a =» 2 , a - 0,Cl*

29 <i> 14"z ~ 3 * "a 3 9 a* ~ 90 ’ a5 = 45

Using these values in Eq.(3.10), we get

Putting k=l in (3.11), we have

<i> <i> <i>
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V y +h [2-f +-4— v’f + K y*f J L i 3 i 0 J
29
90 f

J

]

The general linear multistep methods can be expressed in 

the form

= Ciyi c y 
2 j- 1

c.y 
k j - k ♦ 1

h C d y'
o J +1

d y' +. i j ..+d y' )k ' j-k-My

or y j-1 + h
kE d.y
i=0 j-14-i (3.13)

Let us denote

. „ . „k _ k-i „ tc-2P<?> * ? ~ c± f -c2f

& £>-<? ) = d £k •+■ d fk_1 + ... + d
O i k

using these symbols the Eq.(3.12) can be written as

pi x) yj-k+l h dx) y' . ,7 j-k+i 0

If we know the values of y(t) & y'(t) for succcessive k

values of t, then generalised form (3.12) can be used



The method (3.13) is said to be explicit or
57

predictor
-formula, i-f d =0. In this case only y exists on Left o
hand side of the equation and y can be calculated directly 
from right hand side.
Also the method (3.13) is said to be emplicit or corrector 

formula, if d * 0 . In this y is depend on y'

Here we assume that the polynomials p(x) & <y(x) have no 
common factors.
Let us define the difference operators L associated with th 

difference equation (3.12) as

k k
L Cy(t) ,h> = y(t > - £ c y(t V-h T dy'tt ) (3.14)J+l - ' v ' v j-ti=l l =o

Let us assume that the function y(t) has continuous deriva 
tive of sufficiently high order. Using Taylor series

expansion to yCt^ and y'Ct^ we have

i 4 \ 2y(t ) =y(t ) +(1—i)hy' (t )-*- --±L y''(t) +....j-t+i j j 2! j

(1-i) y (t.)

j

j
ctj-i+4 -u) y (u) du
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y'Ct i+i) ■ y'(0 +(l-i)hy"(t ) +...

(1—1) , *-i <»> . ,+-- :---tt h y <t >(s-x> 7 J

;-- r-rr I (t -u) y Cu)du.(s-1) ! J v j-i+i
J

Using in C3-14), we have

L <y<t),h) = A y (t ) + Ahy'(t) + A hZy' ' (t ) + . . .
O J i j 2 j

+ A h6y<8>(t ) + d
s» j r» (3.15)

Where A = 1- T cO vt Si

flp = ~h [ ci(1-i)P]“T^rT7! E

P » 1,2,

and dn
1
s!

t
Jj-M r. .* . . ,ft -u) y (u) du

j

~E c Ct -u}V~4><u> du
1. J J-l-Mt j



d CtO j+l
-U)o-l <o+l>y (u) da.

-hs E d. Ct^-uZ-y—<u> du.J

3.2.3 STABILITY ANALYSIS :

We will discuss the stability and convergence of th. 
order Adam—Bashforth method. For stability apply the th. 
order method (3.12) to the initial value differential Eqn 

y'= Xy, y(t > = y , t e Et b].o O O
Neglecting the round off error, we get

y,*4 =y +-W“ E23y “16y . + 5y -].....(3.16)J+i j 12 } 3-1 3-2

The true solution will satify

y(t ) = y(t > + [23y(t )—16y(t )
J*i J 12 7 j 3-t

+5y(t ) ] + 4L
3-a 3

(3.f^)

where L is the local truncation errors From (3.1^) &(3. 

& using e. = y-y(t.) we get

€
J**

Xh
12 [23e -16e +5e ]-L

J j-i J-2 J
(3.1^)
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This gives an inhomogeneous third order linear difference 
equation with constant coefficient. The solution of this 
equation consists of a particular solution and a linear com
bination of the three independent solutions of the homogenec
us equations with L = 0 in (3.18)

J

The homogeneous equation is

e = e +-45- C 23e-16e +5e ) (3.19)
j+i j 12 v j j-i j-2y

We consider the solution of the Eq.(3.19> of the form
e = A ?J , Where A x 0 and ? is an arbitrary number have

j
to be determined by using this solution in (3.19).

A?J+1= A?J +-55- C23Af J-16AfJ_1+5A?J"2) 
lx

? =1 +—( 23 — 16f_1+5^ 2), where,ex = Xh

?9 - C23?2- 16? + 5)

?9 , (i+_±||_x2 + .a = O (3.20)

Let the roots of the equation (3.20) are ?2,& ?8(distinc
Then the solution of the difference equation (3.18) is of

a )
i a ?2 2 V J

3

the form
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Now to find particular solution of inhomogenous equation

(3.19), we take L.=L, a constant. Thus the particularj
solution is L/a.

Hence the general solution of difference equation (3.19) 

with distinct roots gives

<ej
a ? J+ a ? J+ a ? J
11 2 2 3 3 + L/a (3.21)

Here a ,a .a are arbitrary constants & are obtained12 3

from initial errors.

For stability l€j I < ® as j -> oo and if |£.J > 1, the 

error |<e.| increases unboundedly.

Definition : A linear multistep method, is said to be stron

gly stable if | < 1 for i*l, and it is said to be absolu

tely stable if

|?J < 1 , i = 1,2,...,k.

The region in XL plane, vhere the method is absolutely stable 

is called the region of absolutely stable. The largest |£.|

of the Eq.(3.20) is shown in Fig (3.1)
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Fig. 3.1 Dominant root in Adams-Dashforth methods

The interval o-f Adams-Bashforth absolute stability i

given below

k 1 2 3 4 5

-2 -1.33 -0.55 -0.3 -0.2

Convergence of Adam-Bashforth third order method i
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Let us obtain the constants a ,a ,a For, considero 1 2 ’

B= e - L/a , j = 0,1,2.
j j

The constants a ,a ,a be obtained by12 3

B a + a 1 2 a3

B = a ? •l li
a ? ■ 2^2 a Z3 3

B2 a 2 Z:+ a f2 3
2
3

Assume that the initial errors e ,e «e are constant and equi0 12
to € .

a + a + a = e -L/a 12 8

af + is i a Z 2 2 a £ = e -L/a8 8

« 2 _ 2 a F + a F 11 2 2
a ?2= e -L/a3 8

solving these three equations for a^a^a^using matrix 
method) we have

ai C e -L/a) (l-£ ><l-£ )3 s 2
(z -z > <Z ~Z >1 3 1 s 2

a c € L (1-? >(!-£ ) 1 N 8
12 2 8



64
, ( 1-? m-c >_ , L _____  1 2aa “ J (?

13 2 3

Using these values in Eq.(3.21),we have

j v a y

C1-? )(l-£ )2 3
(? > (£ -? > 1 ^2 1 3

(1-f )(l-£ )* 2 « J(? )(? -? ) ^3N 1 S 3 S 2 S 3

L
a (3.22)

If h —> 0, £ —> 1 » ?2 »?3 approach to zero, the method 
is stable.
If |XhJ is small, £ behaves like e^h and £ , are less

than one.
Then Eqn (3.22) can be written as 

j “ v a ' a

, X(t-t) L X(t.-t).or e < e e jo +—— fl—e j o jj — * OL (3.23)

by taking |e| =0, j L| i-s- h~M^,3_
8

<*>.M^ = Max | y (?)J
Ct ,t )J-2 }*iJ
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Then Eq.(3.23) becoms

€ <j
_.3 M v . .3h * X(t -t >.8----ST C1_e J ° 5

This shows that |e | -> 0 as h -> 0 like ch3.

Rutishauser observed in his -famous paper that 
and a small local error are not su-f-ficient tor 
multistep method. The numerical solution can be 
even though the stepsize h is taken very small.

high order 
a useful 

'unstable',
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3.3 EXTRAPOLATION METHODS;

3.3.1 Approximation of truncation error:

To adjust the step size we required the local 

discretization (or truncation) errors of the solutions a 

each step. A method to calculate discretization error i; 

called extrapolation or Richardson's extrapolation. Here w* 

are ignoring the rounding arror. Theorem(3.4.1): If f(t,y) i* 

sufficiently differentiable, and if P is order of thf 

numerical method, then e will satisfy
j

e = hF y/(t ) + o(hP+1) (3.24)
j j

where y/(t ) is the solution of the initial value problem

y/'(t) * f (t,y (t) ) y/(t)----— , y<p+1> (t), y>(trt) = 0.
r y fT ^ i>! * T O

Let us denote e = y (h)—y(t ) where y (h) be the
j J J j

approximation to y(t^) at t=h; then

e = y (h)-y(t > = h’Vct ) + o(h<p+1>) (3.25)
j j j j

For h/2 we can write
y (h/2)-y (t) = (h/2)p v><t ) + o(hp*4)

J j J

Thus on subtracting (3.26) and (3.25), we have

y (h) - y (h/2) * C hp-(h/2)p 3 y(t ) + ©(h^4) 
i 3 J

(3.26)
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= ( )h*V<t )
j

o (hp+1) C3.27)

From equations (3.24) and (3.27), we have

y (h) - y (h/2) * ( 1 - - )e + o(hp+1)
J j 2P

€ C y (h)-y (h/2) 3 +o(hp )
J -p . J J

(3.28)

Hence, we find the Richardson extrapolation to the true 

solution at t , from (3.28) and using

e = y (h)-y(t ), y(t )J J J j

«= yt(h) - —— L y (h)-y (h/2) 3 + o(hp+1) y(t)
J 2P-1 j ■>

2 (h/2)—y (h) 
J____________ j

P-1
+o( hp+ij (3.29)

This is known as Richardson extrapolation to the true

solution at t=t . From the equations (3.28) and (3.29) , wej
express the accumulated truncation error at t asj

2Pd e —— C y (h)-y (h/2) 3 
J 2P-1 J J

and actual error in the extrapolated solution E asj
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2yy (h/2)-y (h)

2P-1
- y (t ) j

This error helps us to decide whether the chosen step h is 

right, too big or too small.

3.3.2 Richardson Extrapolation s

Consider initial value differential equation 

y' = f(t,y),

Let y(t) be true solution and y(t,h> be approximate solution, 

using any suitable numerical method with step size h. Thus 

y(t,h> contain some error. Let y(t,h) have asymptotic

t e C t , bl. o

expansion in h of the following form
y(t,h) = y(t> + oth + ah2 + ah9 +...

12 a (3.30)

Evaluate y(t,h) for h >h >h >..
0 12 and eliminating a^, a

V ,we get
y(t,h ) *= y(t> + ah + a h2+ a h9 +.

0 ' lO 2030

y(t,h ) * y(t) + ah + a h2 + a h* +-
1 11 21 91

y(t,h > = y(t> + ah + ah2 + ah9 +.
2 1 2 2 2 3 2

Eliminating a^ from these equations, we have

h y(t,h )—h y(t,h ) o7 * i i 7 * o
h - h o 1

h h (h +h )a —. .. o i o i a= y (t) h h a 0 12
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h y(t,h )-h y(t,h ) 1 r 2 2 1

h — h 1 2
y<t) - h h a - h h < h +h ) a122 12129

h y(t,h )-h y(t,h )i-l v i i-l_ —
V - 1 t

= y (t) - h ha i-l i 2

- h h (h +h )a ->.-1 l v—1 v 9

Here we use the notation

,< j >_ h P( J+-lr .< j >
J i - 1 Vfj v - 1
h - ht L + j

and P*°= y(t,h )
i i (3.31)

This calculatin of P<J> can be simplified by using
t

following traingular array,

P-scheme
<o> <o>

<1>
<1>

<o>
<o>

(2) (2>
<1>

C9>

th£
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The entries in the table other than -first columan 

computed by 
P <j>

p <J> 
i

p <3+» 
i. -1

JcPutting h = h (1/2) in equation (3.31), we have v o

,<J> 2lP < J >

2l-l
(3.32)

From (3.31), we have each P (J>is a linear combination

y(t,h ), k = j,j+l,... ,j+i. This combination cank
written as

p <j> _ y a p <}*k> >. , “ i,i.-k Ok =0
(3.33)

where a , are constant coe-f-ficients.Using this in (3.31), 

we have
t t, _ _ ( j + 1 + k > . _ _ <h . r a. P -h, E a P— <J+k> J i-i, i-l-k O i J + k 1.-1, i-i-k OL a , P_ = ° O° ------------—=~h----------------------------------------------

J »• ♦ J

Comparing both sides, we get

ha. -h. aj >.-1 i + j i -1 , i-l-k
i,t-k h - h 

j j ♦

are

o-

be

j ♦k>

*
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a = a = O .m-i,m m—1,—1

The successes of extrapolation algorithm (3.31) depends on 
existance of the series expansion (3.30). The error in the 
extrapolation algorithm (3.31) is given by

y( t) - P <J> = h h h ... h E<J>.
i. V t+i 1+2 l+j V

The coefficients E <J> in the remainder term can be expessed 

in many ways as a divided difference or as

y (£ )
(j+1)

where £<J> is contained in (0,max.(h . ..,h )).
i i i.+j

The sequance of fh > proposed by Bulirsch and Stoer(1964) are
i

{h ,h /2,h /3,h /4,h /b,h /8,h /12,...>. *o o o. o *o- *o o 1

As it leads to a stable algorithm and cheaper to compute, 
most of numerical integration methods for ordinary 
differential equations have an error expansion of the form 
(3.30). In the next section, we will present Euler
extrapolation method.
3.3.3 EULAR EXTRAPOLATION METHOD:

Using Euler's method, the approximate value y (h) is 
obtained as
y. = y + hf(t ,y ) V* j j j 0,1,2,...9 J



From (3.30), the approximate value y (h) to y(t ) has the
J J

asymptotic expansion of the form

y(t.,h) = y(t) + a (t >h + a (t)hZ + ....
J J * J 2 J

Using step lengths h ,h /2,h /2Z,...,h /2m and generateo o o o
P WE take t - t = h and obtain y with stepo j+i j o 7 r+t
_ > . . . . ... <o> _ <o>length h and denote it by P , i.e. P = y + h f .

times and so on, for h = h /2™ we use Euler's method 2™
m O

times to obtain P <m>.o
Let us apply this procedure to the initial value

differential equation,

y' = Ms y < t> = y.o o
We have
P <0> = y + h f = y + Xh y *» (1+Xh )y o j o j o o j o j

P y(t ,h > = (1 + Xh /2)yas h « h /2O J*1 1 O J o

_ cm) , Xh . ,P * (1 + o )y (3.34)o --- j
o"1
j-

After calculating the first column pJ”* P-scheme, other

columns are obtained with the help of (c>.*i2).
Using this procedure the P-table is easily

72

generated column by column. Thus a convenient convergence
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test is applied and that adjucent elements is a column ac 
within some prescribed tolerance e

,< ) > ,< j-i>

< 4-1 >
2s e

When this cnvergence exists, then P^<J> is used as the \ 

y and the procedure is repeated to obtain y
J+l J+2

This Euler algorithm has the advantages that it 
simple recursion relation and it gives automatic control 
accuracy. This algorithm is carried out at each step ir 
integration, thus it is based on local extrapolation.

3.3.4 STABILITY ANALYSIS;
The column of P-table is generated by equation (3

P < m>_ C 
° ”1 1 ] •?

m
y.j

and other columns are obtained by the relation (3.32), w 
can be expressed as a linear combination of the first co 
elements,

j
E *k=0 L.i—k P<j*k>

c

= ( I • Cl (3.35)



The coeffcients satisfies the relations 74
2 a - aa — i-i,L-k i-i.t-i-kv.i-k

2l-l

a = a. =0 (3.36)
l—l,t V-1,-1

If for some v=I and j=J, the extrapolated value P**^* is 

as y , then we have

y = ECXh ,I.J3 y
j+i o J

where E(Xh ,I,J)y is the characteristic root, given by o j

3 J^kXh •->E(Xh ,I,J) = J] a (1 + o y- 
k=o 2*^+Jc

This Euler extrapolation method is absolutely stable if 

| E(XhQ,IfJ)| < 1.

The principle diagonal of P—scheme converges faster than 

other diagonal or column and so we find the interval 

absolute stability for 1=0 and different values of J- H 

for J=2, we have

_ <o> <o>P = p o o
<o> -p <o> 2P <i>

<0> = 1/3P<0> —2P U> +8/3P <2>
! O O O



CFrom C3.35) & (3.36) putting 1=0 and J=23
75

Thus P <o> f
* ■ r (l+Xh )+2(l+Xh /2) yo ° J J

= f l+Xh +XZhZ/2 I o o Vi

which gives the explicit second order R-K method. t 
consider J=2
P <0> =1/3 
2 (Po<0> 6P a> + 8P <2>j o o

1/3 I(l+\h )—6<l+Xh /2) +8(1+Xh o o
/4)*ly° J i

l+Xh +(Xh )z/2+(Xh )®/6+(Xh ) o o o o 4/96 ] *J

Thus the characteristic root is given fay

E(Xh ,0,2) = l+Xh +(Xh )Z/2+(Xh )3/6+(Xh >4/96. o o o o o

which gives the stability interval

-2.785 < Xh <0.o
As the number of extrapolations is icreased, the ovt 

all algorithm becomes more stable. In the limit of i 
infinite number of extrapolations the method approche 

A—stabi1ity.

In extrapolation method the order (column c 

P—scheme), step size (i.e. basic step size h ) and number c 

stages (rows of P-scheme)are all variables. Thu



v> V- * V/implementation contain a choice o-f increasing the., orde 
increasing the
number of stages or decreasing the stepsize to achi 
required accuracy. The first implementation (Bulirch a 

Stoer 1966) which was developed on a machine with 40 t 
matissa, limited the order to 6. After procedures (F 
1971, Gear 1971) also use this limit as a standared.

Thus we conclude that, the extrapolation algorithms 
gives good estimates of the local error and are extemc 
flexible with regard to variation of the step h .



3.4 COMPARISON OF METHODS :
The numerical methods -for solving initial value da 

ferential equations -fall into three parts (i) One—st? 
methods, (ii) multistep methods and (iii) extrapolatic 
methods.

All these methods are allowed a change of stepleng 
in each integration step. The modern multistep methods c 
extrapolation methods are not applied -for -fixed orders, 
extrapolation methods,we can increase the order easily 
attaching another column to the table value o-f extrapolatic 
values. RAnge-Kutta—Fehlberg type one-step methods are tie
to a fixed order. Extrapolation methods have the lea? 
amount of overhead tim . The relability of extrapolatic 
method is some what high, but for modest accuracy requiremer 
they are too expesive.

For multistep methods, least amount of computatic 
is measured in evaluation of the right hand side of th 
differential equation. In a predictor method the right han 
side of differential equation must be evaluated only once pe 
step, where as in corrector method this number is equal t 
the number of iterations. The expense caused by the ste 
control in multistep methods can be a truble. Multiste
methods have the largest amount of overhead time. Th<
multistep methods are cheapest in direct costs, but force th
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store of (k-1) previous results and complicate step changing, 
so their indirect costs are very high.

The evidence from Enright et. al.<1974) is that the 
divided difference form is the most efficient way to use the 
Adams methods.

At present R-K methods are the most efficient in terms 
of total time, unless derivative evaluations are expen sive. 
The fourth order R-K method has the advantage of simp licity 
and is the most efficient method for many routine low 
accuracy calculations.

Of the other methods those of Eng lad for p=4 are 
cheapest and should be used for that case, otherwise embedd 
ing method should be used, unless it is found that the extra 
reliability of extrapolation methods outweighs their extra
cost in a particular application.


