CHAPTER O

INTRODUCTION

no  unifisgd theory of testing statistical
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There
hyoothesis . "~ from which all tesis of significance can

s acceptable solutions. In many situations test
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be deduced &
criteria may have 1o be obtained from intuitive considerations.
One such theorv, contributed by Meyman and Pearson (1933),
marked an important development hecause it unfolded the
various complex nroblems in testing statisticeal hypothesiss
and led to the construction of general theories in problems
of discrimination (identification), sequential analvysis etc.
Statistical decision theory was introduced by Abraham
Wald (1939) as a generalization of the classic statistical
theories of hypothesis testing and estimation. After Wald's
vork impertant contributions have been made by Girshick and
Savage (1951) and Stein (19%6). A detail introduction is
given by Ferguson (1967) and Serger (1980) in their teXts.
The raw material of a statistical investigation is a
set of observations, these are the values taken on by random
variables X whose distribuﬁion PW is at least partly unknown
(w is parameter w é <), Statistical inference is concerned
with metaods of using this observational material to obtain

information concerning the distribuzion of X or the para-

meter w. Suppose that a choice has to he made between a



number of alternative actions. The observations, by pro=-
viding information about the distribution from which they
i '
came, also provide guidance as to the best decision. The
oroplem is to deteri-ine a rule which, for each set of values
of the observations, specifies what decision should be teken.
Qs:ng ns

liathematically such a rule is a function 0, which®to egch
possible value ¥ of the random variables - a decision
d¢ = 3(x), that is a function whose domain is the set of
vaiues of X and whose range 1s the set of nossible action s.

In order to see how O shoud be chosen, one¢ must compare

the consequeneces of using different rules. Suppose that the

onseuence of taking decisicon d when the distribution of X

O

is ¥, is loss, which can be bxvressed as a non-negative real

. \]

number L(w,d). The expectation E(L &w,é(\\7 evaluated under
the assum tion that P is the true distribuzion of I, This

expectation which depends on the decision rule 90 and the

'

distribution P is called the risk function of 9 ard will be

w?
denoted by R(w,0). This suggests that select a decicion
function which nininizes the resulting risk R(w,0).

If no prior dmformation regarding w is avallable one
might consider the maximum of the risk function its most
important feature. Of two risk functions the one with smaller

maximum is then preferable, and the opzimum procedure is that

with minimax property of minimizing the maximum risk. A

ro



minimax soluticn is one that gives the createst possible
protection against large losses. Such a principle nay
sometimes be quite unreasohable. The basic difference bet-
ween ithe philosophy of the Ba?sian and non Baysian is that
the Baysian considers the parameter of the distribucion as
the random variahle, wherefas non-Baysian regrads it as a
fixed point.

This dissertation represents an attempt to summurize in
aﬁ integrated form some of the results in the field of Baves
procedures for cesting of hypothesés. 1t has a logical basis
of its own and has an irmvortant part to play in drawving
infereances from data.
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As basic requirement to the study of sayes test
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procecdures Section 1.1 is devoted to a mathenatic-l Theoory
of nyrothesis testing developed by ileyman and Pearson, Sayes
nrocedures for testing of hypothest¢s is o statistical decision
problem when parameﬁer space and decision space contains only
two npoints. Bayes test have a striking similarity. with that
of must powerful test (MP-test). In chapter I emphasis ie
given to illustrate the above statement and 3ayvesian likelihood
criterion is estaeblished in Section 1.3. A mathematical
result is given for giving Bayes test procedures in case of
symmetric posterior density function and sywmetric loss
function. In §ection 1.2 general decision problem:..is dis-
tegethed

cussedawithasayes risk, Sayes ‘décision function - based on gae

-



concept of prior distrivbution and <osterior distribution is

A

introduced., An attempt is made to illustrate the importance

Pay

of taking observations in decision making, with <he help of

an exzmple, When-bhere are two decisfons ~ Maxina a decision
- accepting the
dy - «{making of decision d,) is taken as a nypothesis My (Hy)

2
For given prior distribution and decision funcition we can
comnute average risk, In order to obtein Bayes rule,
minimize the same under two different hypothesPse Take a
decision dl based on observations provided the nosterior
risk in taking decision dl is less§ otherwise decision dg
is taken. Some of the examples solved in Chpater I assumes
the above. A comparative remark about classical and saves
test procedure is also given.

Some useful definations used in chapter I are :

Definaticn ¢ O.1 ¢

St

’

Let{fw, w € J”%}be a family of pdf's (pmf's
- CR. e say that f, has a monotons likelihood ratio

(#iLR) in the statistic T(X) if for vy < w,, whenever
_— . cfwo(x) T .
a t ’
£, of re distinct, the ratio =—-=--= is a non-decreasing
Wy Wo £ (x)

function of T(X) for the set of values X for which at least
one of f and f  is > O.

1 2
Defination : 0.2 :

If there exist real-valued- function§@(w) and L{w) on

< and Borel-measurable function T(Xl,XQ,...,Xn) and

W

S(Xl,X@,...,Xn) on R such that,

e



Eu{XpsXpsenesxy) = eXp%;Q(W)T(é3 + D(w) + E(g)}

vie say that the family {fw, sz‘J“L}-is a one parametern
ox .onentiael farily.

Chapter II deals with 3ayes test nrocecures for vecior
valued parameter and multinle hypothesfs tasts. In this

cnapter observetions are considered in the forim of vector.
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The loss agsscciated with decision rule i3 defined witih the
; e o € R R . | - ] 2. £3 +

help of norms., wifferent nodels are used . the first

o~ . 2 e e 2 r e e - o myen, e ERNRE R PEUSS LN
considered is nivariace movmal distribution with sinple

. for Bayes decision yule

zero-one loss funciion and accestance regionAls sketched,
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Therecafter Bayes test nrocodures _oie
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 obtaimed for warious hysothes®s and
tions. In one of guch models (Z.1.1) risk function follows

~
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non-central X distribution and Zayes test crocodure

desends on non-centrallity narameter. In . section Z.1.2
multinomingl
a k-dilirensionalarandom voector .. . 1is considered

{

and bayes test crocedure is odtaines

fection 2.1, is devoted to multinle hvoothes®s testing.

In this section the parameter snmace is partitioned into m
the .
subsets. The decision thatA parameter belongs to a par-
the
ticular subsetl ofAparameter s.ace is interpreted as the acc-

ept

[t

nce of that corresponding hypothesis, and rejection of
the other m-l zlternative hypothes®s. Also the procedure

is illustrated with an examnple.
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Chapter II1I deals with Bayes sequential test procedure.
In Section 3.1 seguential sampling and related cqmponents
have been introduced. It is also shown that therz is gain
to seguential sampling orocedure as compared ©o f
sample size orocedure, Section 3.2 represents further ideas
and technigue of solving Bayes sequential testing problem.
Also it is shown with the help of an example that Baves
sequential procedure need not always exist. In order to
decide when to stop sampling in Bayesian sequential analysis,
one has to compare the posterior Bayes risk of an immeciate
decision with the expected Bayes risk oI conitinuing sampling
optimally. The technicque of Back-ward induction is used to
find Baves seguential decision procedure. An example to ill-
ustrate the procedure is also given.

Section 3.3 . Caniainsg - Wald seguential
orobability ratio test(SPRT) for two simple hypoihesis, The
intention to study the same is, to show that SPRT is Bavyes
procedure, which in-turn implies, the problem in which both
the parameter space and decision space have exactly two
points, the optimal sequential decision procedure is either
to choose a decision imnediately without any observations or

to use SPAT.
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